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Problem: Current solutions are only for Classification
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● Vision application: Inferring age from visual appearance

Many tasks have Continuous targets: Regression

● Medical application: Physiological signals that are continuous

Heart rate Blood pressure Oxygen saturation

Age
Young OldWhy is regression different for imbalanced data?
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Difference #1: Equal number of examples does not mean 
equal balanceness
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How should we leverage the differences to improve 
imbalanced regression?
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Solution 1: Label Distribution Smoothing (LDS)

Do not capture real imbalance Captures the real imbalance

Using LDS, techniques for addressing class imbalance can be directly adapted

Solution #1: Label Distribution Smoothing (LDS)
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Unjustified similarity
due to data imbalance
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Feature Distribution Smoothing (FDS)
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FDS can be directly integrated with any model as a calibration layer

Solution #2: Feature Distribution Smoothing (FDS)
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SF-36 (health score)

Computer vision Natural language processing Healthcare

age age depth text similarity

All datasets exhibit imbalanced distribution

Benchmark imbalanced regression datasets



● Baselines: adapt from imbalanced classification

○ Synthetic samples: (1) SmoteR (2) SMOGN

○ Error-aware loss: (3) Focal-R (                                 )

○ Two-stage training: (4) regressor re-training (RRT)

○ Cost-sensitive re-weighting: (5) naive inverse (INV) (6) square-root inverse (SQINV)

Evaluation results
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○ Two-stage training: (4) regressor re-training (RRT)
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● LDS

● FDS

● LDS + FDS

All compatible with our solutions

Evaluation results
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● IMDB-WIKI-DIR
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Evaluation results
● Other datasets

Superior performance across all DIR datasets!
(complete results in paper)
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Summary

● New task: Deep Imbalanced Regression (DIR)

● New techniques: Label distribution smoothing (LDS) & Feature distribution smoothing (FDS)

● New benchmarks: IMDB-WIKI-DIR / AgeDB-DIR / STS-B-DIR / NYUD2-DIR / SHHS-DIR

Check out our paper and code at...

● Paper: https://arxiv.org/abs/2102.09554

● Code + data: https://github.com/YyzHarry/imbalanced-regression

https://arxiv.org/abs/2102.09554
https://github.com/YyzHarry/imbalanced-regression

