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Generalizing in Control is Hard

Adequate priors are necessary



Our Contribution

● We formulate the discrete control problem as a 
time-dependent shortest path problem (TDSP). 

● We apply blackbox differentiation theory [1] to embed TDSP 
solvers into neural network architectures.

● We show that these neuro-algorithmic policies surpass 
standard methods for imitation learning as well as RL 
baselines in terms of generalization capability.



Assumptions on MDP

● State space factorizes 
● We apply blackbox differentiation theory [1] to embed TDSP 

solvers into neural network architectures.
● We show that these neuro-algorithmic policies surpass 

standard methods for imitation learning as well as RL 
baselines in terms of generalization capability.



Neuro-algorithmic Policy Architecture



How do We Train Them?



Combinatorially Challenging Environments
We evaluate on environments 
that are combinatorially 
challenging.

We want to generalize to 
unseen levels with few 
examples.



Results



Path Length
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