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Residual Neural Networks and their invertible versions

• Residual blocks:                                       , a scalar loss  to 
minimize


• Backpropagation:


• Memory issue in increasingly deep architectures: requirement to 
store the       ’s 


• Solution: re-compute iteratively the      ’s during the backpropagation 
iterations


• Invertible models rely on constrained architectures so far 

L(xN, θ)

Simple modification of the ResNet’s forward rule

ResNet Momentum ResNet

• Drop-in replacement: ResNet turned into its Momentum counterpart only by 
changing the forward equations (same parameters as inputs)

Invertibility and memory savings

• Exactly inverted by


• Avoids the memory bottleneck
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Pre-training and fine-tuning
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Influence of the momentum term 
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ImageNet learning curves
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Open-source python package

Website: https://michaelsdr.github.io/momentumnet/
Github: https://github.com/michaelsdr/momentumnet
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