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Q1: How well can we expect a learned policy to do in
each of these three settings?
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Key Insight: Each of these classes of approaches corresponds to solving
a game with a different class of discriminators. Stronger feedback leads
to more powerful discriminators and a tighter performance bound.
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Behavioral Cloning, GAIL, SQIL, MaxEnt  DAgger, Guided Policy
ValueDICE, IRL, LEARCH, Max Search, iFAIL
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Q2: How can we etficiently find a performant
policy in each of these settings?
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