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UNIVERSITY

This work focuses on out-of-distribution (OOD)
extrapolations in Graph Representation Learning

Toolbox:

« Causality

* Graph limits

* Graph Neural Networks
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e PURDUE
Graph Classification Tasks
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Graph Representation Downstream

Learning classifier

Bevilacqua, Zhou, Ribeiro, ICML 2021, Size-Invariant Graph Representations for Graph Classification Extrapolations 3



Current Graph Classification Approach
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Graph Representation Learning generally assumes:
Train distribution = Test distribution

Data

FS 8385

(Glr Yl) (GZJ YZ) (63; YB)

Shuffle

Train

Test

& Split

(G1, Y1) (G3,Y3)

(GZI YZ)

What if test data were out of distribution (OOD)?
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Extrapolation to Different Graph Sizes

What if train has small graphs but test has large graphs?
Train (small graphs) Test (large graphs)

(61" Y1) (G37,Y7") (G1°,Y1%)

What if train has large graphs but test has small graphs?
Train (large graphs)  Test (small graphs)

Y1) (GFY) (G1° Y1°)

Bevilacqua, Zhou, Ribeiro, ICML 2021, Size-Invariant Graph Representations for Graph Classification Extrapolations S



PURDUE

UNIVERSITY

Size Extrapolation with GNNs?

Do Graph Neural Networks (GNNSs) extrapolate?
= GNNs can be applied to graphs of any size

= But may not extrapolate between small (train) and large (test) graphs:

Accuracy in Schizophrenia task

GIN (max) B In-distribution test
; ; B Qut-of-distribution test
Schizophrenia task T
GIN (sum) .
ST Tinaxi Large discrepancy
SENEsR) between
GCN (sum) in-distribution and
PNA (max) out-of-distribution
PNA (mean) test accuracies
PNA (sum)
0.0 0.2 0.4 0.6 0.8 1.0
Accuracy
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How to Extrapolate in Graph Classification Tasks?

How do we extrapolate beyond the training distribution?

If OOD examples available, data-driven methods work:
Domain Adaptation

v

» Covariate Shift Adaptation

» Few-shot Learning

» Data Augmentation

» Invariant Risk-Minimization (IRM)*
Train (small graphs)  OOD examples (large graphs) Test (large graphs)
5o 80|, |F8TD-S08Y| |-
(61", Yi") (G71,Y3) (G1%7) (Y (Grrr1r Yme1)
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How to Extrapolate in Graph Classification Tasks?

Data-driven methods:

Pros

Cons

>

>

Can use existing GNN methods

Don’'t assume a mechanism for
distribution shift

>

Must have OOD examples during
training

What if no access to OOD data?

>

Must define a causal mechanism

Next: Observational vs Causal (Counterfactual) modeling
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Why are Causal Mechanisms Needed
for Extrapolations without OOD Data?

Bevilacqua, Zhou, Ribeiro, ICML 2021, Size-Invariant Graph Representations for Graph Classification Extrapolations



. L . PURDUE
Graph Representation Learning is Observational

Historical analogy to Graph Representation Learning methods:
» Ptolemaic geocentric model of planetary motion
> Very accurate to predict positions observationall

- Cannot predict positions in new scenarios New scenario:
What would happen if

Mars became 10x more massive?

Af:State-of-the,eart
Voo, S| 00,

Seqaccuracy!
! .‘.:Z-,Q{« S

=] P

Interpretable model
cannot predict new scenarios

Occam’s razor & interpretability
+ out-of-distribution extrapolation
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Extrapolations to New Scenarios

» Observational predictions can be R
purely data-driven @ ’

» Predicting new scenarios (larger and smaller mass)
without OOD examples requires a mechanism

New scenario:;
What would happen if

Mars became 10x more massive?

Bevilacqua, Zhou, Ribeiro, ICML 2021, Size-Invariant Graph Representations for Graph Classification Extrapolations 11



PURDUE

UNIVERSITY

Size Extrapolations on Graphs
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Differences between Observational and Counterfactual Tasks

PURDUE

Observational Task:
Predicting unseen examples of training distribution

Data Train Test
@38;8%3 Shuffle 0@3 - &% 8;8
& Split
(G1, Y1) (G, Y2) (G3,Y3) (G1, 11) (G3,Y3) || (G, Y2)

Planetary Motion
Equivalent

Counterfactual Task (since we have no access to test data):
What would be the label of a graph if it were larger?

Train (small graphs) Test (large graphs)
é@) C%D C%%UC% | orvice-versa
(61" Y1) (GF7,Y7") (G, Y1°)
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Reminder of talk:

What would be the labels if the graphs were larger?
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To Infinity and Beyond...

Q: What would be the label if the graph were infinitely large?

N — o

Bevilacqua, Zhou, Ribeiro, ICML 2021, Size-Invariant Graph Representations for Graph Classification Extrapolations 15



, _ PURDUE
Lovasz Graph Limits

» What graph property is invariant as graphs become larger?

> Lovasz & Szegedy (2006) shows:
Density of induced subgraphs of a dense random graph converges as N — oo

Induced k-sized subgraph density

ind(Fk, g* *)
tind(Fk’ G;‘V*) — * * ﬁ
o e N*l/ (N* —k)!
G+ can be train Gy or test Gz graph
O—g>0 - . 2
Q—g> md ("8 63 = A
Count =2

1
G- (OB_g tina(22, ) = 777 — )

Count = 1
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What if we constructed a graph representation

from subgraph densities?
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Graph Representation based on Densities

R

Fy
G+
New graph representation Induced subgraph density
~ |
Fonn(Ge) = Z tind (Fie %*)READOUTF(GNI\T](FM))
Fip €Feg

GNN—repres'entation of Fy,

=N
GNN(Fp): b
|

reavour; ({Z2)

I
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OQOD Error in Schizophrenia Task
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» Can subgraph density representation I'oyy extrapolate OOD?

GIN (max)
GIN (mean)
GIN (sum)
GCN (max)
GCN (mean)
GCN (sum)
PNA (max)
PNA (mean)
PNA (sum)

I'GNN

Accuracy in Schizophrenia task

B In-distribution test
B Qut-of-distribution test

0.0 0.2 0.4 0.6 0.8

Accuracy
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OQOD error same as
In-distribution error
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Theory

Understand why I';yn can OOD extrapolate
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A Most Expressive Representation

PURDUE

Preliminary: 1-hot encoded graph representations are most-expressive

First: replace the GNN-representation of Fj, with a 1-hot encoded representation

Graph representation Induced subgraph density
~. }
Fl—hot(g;v*) = 2 Lind (Fk’: qV*)lone—hot{Fk’» j;sk}

Fk’ETsk

One-hot encoded
identifier of Fj

g

00,.,1,0,.)
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Size-Invariant Representation
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Theorem 1 (informal): Approximately size-invariant representations
Under certain conditions (explained later), the change in graph

representation between train and counterfactual test graph is upper bounded by k
and graph sizes (in train and test):
EZNtr EZNte
P(II Ti-not(Ghver) = Tionot(Ghie)lleo > €) < 2| Fagl (exp(= = 57) + exp(= =)
X X

\
Training graph Counterfactual test graph

» Proof relies on Lovasz graph limits  EN{ei=RiaE sl be SR ESS Vel eSS\
(formal definition in paper)

(more invariant) than I'; _y, ¢
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Effects of Invariant Representations
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» Why are we interested in invariant representations?

Proposition 1 (informal): Effect of invariant representations
Consider:

* [': A permutation invariant graph representation

* p: A downstream classifier

In-distribution generalization error: Vy €Y, forsomee, 6 =0

P(IP(Y =y | Gver) — p(, T(GNr))| <€) =1 — 6

If ' is OOD-invariant then test error is the same

P(IP(Y =y | G&) — p(y,T(¢&%))] <€) =1 -6

A size-invariant representation has same error

in-distribution and out-of-distribution
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Erd0s—Rényi Task Example

Accuracy in Erdés-Rényi task

B In-distribution test
B Qut-of-distribution test

GIN (max)
GIN (mean)
GIN (sum)
GCN (max)
GCN (mean)
GCN (sum)
PNA (max)
PNA (mean)
PNA (sum)

I'GNN

F1—hot

0.0 0.2 0.4 0.6 0.8 1.0
SEEtiRey OOD error same as
In-distribution error
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Invariant Risk Minimization (IRM)
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IRM (Arjovskj et al., 2019) aims to learn an invariant representation.

However:
O no guarantees if representation is nonlinear (e.g., GNN)
O not applicable if training graphs have same size

» O not invariant if OOD support # training support

Train (small graphs) Test (large graphs)

7Y (6F Y?) (Gi°, Y%
t /' \ t
N" =6 N* =11
NY =

IRM will not work if 11 is

never seen In train

Bevilacqua, Zhou, Ribeiro, ICML 2021, Size-Invariant Graph Representations for Graph Classification Extrapolations

25



Invariant Risk Minimization (IRM)

PURDUE

UNIVERSITY

IRM (Arjovskj et al., 2019) aims to learn an invariant representation.

However:

v O no guarantees if representation is nonlinear (e.g., GNN)

» O not applicable if training graphs have same size
» O not invariant if OOD support # training support

Accuracy in Erdés-Rényi task

GIN (sum)

GIN + IRM
/GCN (sum)
» GCN + IRM
\PNA (sum)

PNA + IRM

I'GNN

IRM

l-‘1—hot

0.6 0.8 1.0
Accuracy
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0.0 0.2 0.4

B In-distribution test
mmm Qut-of-distribution test

IRM does not
Improve

out-of-distribution
accuracy
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Causal Mechanism Assumed by

Theorem 1 & Proposition 1
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PURDUE
Causal Mechanism Assumed by Theorem 1 & Proposition 1

» Structural Causal Model:

o Graph label Y is a function of the graph model W + some random noise
> Graph size N (N®®) is a function of “environment” E*" (E¢) only

- Train (test) graphs are generated by W and E*" (E*¢) with same random noises

Graphon
model

Test
environment

Train
environment

# vertices train # vertices test

v
@ u,v €{1,..,max(N,Nt®)}
U
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Improving OOD extrapolation

of vertex attributes
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Symmetry Regularization

» What if OOD shift in attribute distribution?

Train (red) Test (blue)

G (G YD) || (Gte, vEe)

» Attribute symmetry regularization for representation Ionn:  [PNEIEE subgraph
representations
towards topology-

Loss + /1||READOUTF(GNN(<§ )) — READOUTR(GNN( <§ DI

+ A||READOUT(GNN( € )) — READOUTR(GNN( & )| Kol At 2o Ve
training loss

+ ..
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OQOD Error in Synthetic Task with OOD Attributes

Accuracy in SBM task

B n-distribution test

GIN (max)

GIN:{iriesn) B Qut-of-distribution test

GIN (sum)

GCN (max)

GCN (mean)

GCN (sum)

PNA (max)

PNA (mean) OOD error same as

PNA (sum) ” in-distribution error
w/ sym.me’Fry — Tonn
regularization r No regularization so

1-hot cannot extrapolate
0.0 0.2 0.4 0.6 0.8 1.0
Accuracy

Symmetry regularization helps I'cyn extrapolate to OOD attributes

Bevilacqua, Zhou, Ribeiro, ICML 2021, Size-Invariant Graph Representations for Graph Classification Extrapolations 31



PURDUE

IIIIIIIIII

OOD Extrapolation Depends on
Causal Mechanism Driving Distribution Shift

l.e.. no OOD universal representations!
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No OOD Universal Representations

NCI1 task does not follow our causal mechanism

MCC in NCI1 task

GIN (sum) : B Out-of-distribution test
GIN + IRM i
GCN (sum) :
GCN + IRM .
All models obtain

PNA i . .

U similar OOD
Ll ‘ performance
[GNN
I3 —hot ‘

000 005 010 015 020 025  0.30
Matthews Correlation Coefficient (MCC)
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Conclusions T
Exciting new area in Graph Representation OOD Graph
Learning: Extrapolations

» OOD extrapolation without examples

> Connects counterfactual predictions to
stable graph properties

- E.g., we use subgraph densities as a stable
property

» There is no universal OOD graph representation Qausaliy
bbevilac@purdue.edu
Thank youl zhou950@purdue.edu
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