Mixed Cross Entropy Loss for
Neural Machine Translation

Haoran Li, Wei Lu

|dp =)

SINGAPORE UNIVERSITY OF

TECHNOLOGY AND DESIGN
StatNLP Research



1. Background of NMT

(z,y) ~ pp, empirical data distribution

source sentence: € = (1, €2, ..., Tpy)
target sentence: y = (yo, Y1, ---, Yn)



1. Background of NMT

(e,y) ~ pp, empirical data distribution

source sentence: € = (1, €2, ..., Tpy)
target sentence: y = (yo, Y1, ---, Yn)

Encoder — Decoder

€T




1. Background of NMT

(e,y) ~ pp, empirical data distribution

source sentence: € = (1, €2, ..., Tpy)
target sentence: y = (yo, Y1, ---, Yn)

Encoder — Decoder

" %




1. Background of NMT

(z,y) ~ pp, empirical data distribution

source sentence: € = (1, €2, ..., Tpy)
target sentence: y = (yo, Y1, ---, Yn)

Cross Entropy Loss: — Y7 . log pg(y: |z, § ;)

f f
- the model's own
predictions



1. Background of NMT

(z,y) ~ pp, empirical data distribution

source sentence: € = (1, €2, ..., Tpy)
target sentence: y = (yo, Y1, ---, Yn)

Cross Entropy Loss: — > . log pg(v: |2, y ;)

2+ !

- the gold tokens

€L Yy

Teacher Forcing (Williams & Zipser 1989)
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1. Background of NMT

How to mitigate exposure bias?

e We expose the model to its own predictions during
training.

e Scheduled Sampling for RNNs (S. Bengio et al.
2015)

e Word Oracle: add Gumbel Noise (K. Goyal et al. 2017, W. Zhang et al. 2019)
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1. Background of NMT

How to mitigate exposure bias?

We expose the model to its own predictions during

training.

Scheduled Sampling for RNNs (S. Bengio et al.

2015)

Word Oracle: add Gumbel Noise (K. Goyal et al. 2017, W. Zhang et al. 2019)

Scheduled Sampling for Transformers (T. Mihaylova et al. 2019,
D. Duckworth et al. 2019, Wen Zhang et al. 2019)
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e Teacher Forcing
e Scheduled Sampling

Teacher Forcing:

pH("wa y<t) = [07

x,Y_; = Y one-hot encoding

,1,...0] one-to-one mapping

Machine Translation is inherently a one-to-many mapping problem

Source

Target

Other
Translations

Die | Geburtenrate ] geht weiter‘zuri.ick:f‘

The | birth rate |

continues to decline| .

at index: i

The | birth rate

continues to] drop | .
at index:.j

The [ birth rate

atindex: k

continues to Jdecrease .

model ground

one-hot prediction truth
Po(+|y<6, ) p* (-|y-5., )

'y .

i— 1 0.37 0.22

j—> 0 0.43 0.23

k=> o 0.11 0.21
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Machine Translation is inherently a one-to-many mapping problem
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Target

Other
Translations
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at index: i

The | birth rate
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Target The [ birth rate | continues to decline| .
atindex:i

The| birth rate | continues to] drop | .
at index: 7

Other
Translations

The [ birth rate | continues tonecrease ) |
atindex: k

Ideally, the target should be p*(-|y_,, ), instead of the

one-hot encoding.

But only one-hot encoding and model predictions are

available.
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2. Motivation

e Teacher Forcing
e Scheduled Sampling

Teacher Forcing: @®,y_.; = y; one-hot encoding
po(-|®,y-¢) = [0,...,1,...0] one-to-one mapping

Machine Translation is inherently a one-to-many mapping problem

e How to exploit the ground truth information p*(-|x, y_,)?

Assumption:

Givened a well-trained model with parameters 6, if §, =

argmax py(+|x,y.,) 7# y:, then g, is very likely to be a
synonym or part of a synonym of the gold token y;.

Use ¢, and 4, in mixed CE.
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Scheduled Sampling:

Yy

1

Mmix

Y.y

CE(y, y™; )

mix
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Scheduled Sampling:
j CE(y, y™™; )

Yy
L) miX L)
Y9
x Y &L Y
* We force input distribution pp to approximate pyeqe by (2,y) —
(2, y™™)

e But can we make the model insensitive to the inputs from different
distributions?
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Scheduled Sampling:

0, CE(y, y™™; x)
1) Mix 1)
Y,y
€T (] €T ymix

e We force input distribution pp to approximate pueqa OY (2, y) —
(w,ymix)

e But can we make the model insensitive to the inputs from different
distributions?

(¢, y) — — Y

(w7ymix) . —>?}2
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2. Motivation

e Teacher Forcing
e Scheduled Sampling

Scheduled Sampling:

0, CE(y, y™™; x)
L) miX L)
Y,y
€T (] €T ymix

e We force input distribution pp to approximate pueqa OY (2, y) —
(w,ymix)

e But can we make the model insensitive to the inputs from different
distributions?

(:c, y) — — Y Ilgnore the discrepancy in the
: decoder inputs of which the
mix A .
(w7 Yy ) - — Y, source inputs are the same.
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3. Approach

e Mixed CE in teacher forcing:
Lmiw - [(1 - ai) ’ Z?:l logpe(yt‘y<t) w) + Q; - Z?:l logPH(Qt’nya w)}

J: = arg max; ;< |y 1og pp(wi |y, )

_ . 3 —
Q; =m total_iter ? m 0.5
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e Mixed CE in scheduled sampling:

Lo = —[(1 — o) - 20 log po (e [y=F, &) + ;- Y log pg (4 [y=), )|

i = arg max, ;< |y 1og pp(wi |y, )
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3. Approach

e Mixed CE in teacher forcing:
Lmiw - [(1 - ai) ’ Z?:l logpe(yt‘y<t) w) + Q; - Z?:l logPH(Qt’nya w)}

J: = arg max; ;< |y 1og pp(wi |y, )

_ . 3 —
Q; =m total_iter ? m 0.5

e How to understand mixed CE ?

When y, = 4, it degenerates to standard CE.

When y; # 4;, §; is very likely to be a synonym of y;
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3. Approach

e Mixed CE in scheduled sampling:

Emix - - [(1 - ai) ’ Z?:l logPQ(yt‘y<t 7w) + a; - Z:Lzl logpe(ﬁt\y

J: = arg max; ;< |y| log pp (Wi |y, )

_ . i —
Q; =Mm total_iter? m 0.5

e How to understand mixed CE ?

mix
<t

(]
f mix f

Y.y

T (J] €T ymix
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4. Experiments

e Teacher Forcing: single reference test set

Table 1. BLEU scores on test sets of Transformers trained with CE
and mixed CE. The results of beam search decoding with beam
size 1/5 are presented. All results are averaged over 3 runs.

DATA SET Loss SINGLE AVERAGE
CE 30.63/31.42 32.07/32.59
RO-EN DSD 31.17/31.80 32.03/32.74
SELF-DIST 28.65/31.45 31.66/32.61
Mixep CE 31.17/32.02 32.63/33.25
CE 28.87/30.24 29.48/30.79
RU-EN DSD 28.89/30.30 29.69/30.90
) SELF-DIsT 28.76/30.34 29.32/30.63
MIixXep CE 29.59/30.74 30.14/31.05
CE 26.23/26.91 26.67/27.41
EN-DE DSD 26.10/26.84 26.66/27.30
) SELF-DIST 24.15/25.98 24.23/25.91
MIXep CE 26.32/27.28 26.72/27.61

33



4. Experiments

e Teacher Forcing: multi-reference set (M. Ott et al. 2018)

- 10 references for each of the 500 test sentences taken from the original test set
- We generate 10 hypotheses for each source sentence using beam search

Table 2. BLEU improvement of mixed CE over CE on 10 addi-
tional references of WMT’ 14 En-De test set. All results are aver-
aged over 3 runs.

AVG TOP

REF CE MiIxXED CE CE MIXED CE

REF 1 36.73  37.32(+0.59) 38.61 39.13(+0.52)
REF 2 47.48 48.50 (+1.02) 50.08 51.36(+1.28)
REF 3 42.59 43.25 (+0.66) 44.89 45.89 (+1.00)
REF 4 28.93 29.78 (+0.85) 30.29 30.98 (+0.69)
REF 5 31.75 32.53(+0.78) 33.48 34.18 (+0.70)
REF 6 26.41 26.83(+0.42) 27.60 27.96 (+0.36)
REF 7 42,18 42.89 (+0.71) 44.37 44.90 (+0.53)
REF 8 32.36 33.05(+0.69) 33.77 34.55(+0.78)
REF 9 28.51 29.03 (+0.52) 29.65 30.27 (+0.62)
REF 10 3375 33.94 (+0.19) 35.23 35.68 (+0.45)

MEAN  35.07 35.71 (+0.64) 36.80 37.49 (+0.69)



https://arxiv.org/abs/1803.00047

4. Experiments

e Teacher Forcing: WMT'19 En-De paraphrased reference set
(M. Freitag et al. 2020)

- Each reference is paraphrased from the original reference by
human experts and differs significantly from the original one
in word choices and sentence structures

Table 3. BLEU scores of beam search/sampling results on
WMT'19 En-De paraphrased test set. As a reference, Freitag et al.
(2020) reported that the BLEU score improvement of the machine
translation system augmented with Automatic-Post-Editing/Back-
Translation (Freitag et al., 2019; Sennrich et al., 2016a) on this
paraphrased set was 0.2/0.4 BLEU.

Loss BEaAM 1 BEAM 10 SAMPLING
CE 11.26 11.67 8.80
MIixeDp CE 11.60 11.94 9.90
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4. Experiments

e Teacher Forcing: comparison with Label Smoothing (LS)

(Szegedy et al. 2016)
- Pairwise BLEU (PB): measuring the diversity of the
hypothesis translations (Shen et al. 2019)
- High PB, more similar; Low PB, less similar.

Table 4. PB, BLEU on WMT" 14 En-De validation set. Pairwise-
BLEU 1s obtained using sampling decoding while the BLEU score
is obtained using beam search. LS is short for label smoothing.

Loss PB (]) BLEU (1)
No LS, No MIxep CE 17.52 25.81
+ LS 5.22 26.48
+ MIXED CE 25.99 26.26

+ LS, MIXED CE 7.79 26.75
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4. Experiments

e Teacher Forcing: comparison with Label Smoothing (LS)
(Szegedy et al. 2016)

- Cumulative Sequence Probability: cumulative probability of
the hypotheses generated using beam search (M. Ott et al. 2018)

=
[
Ln

- -=- No LS, No MixedCE [
= 0204 — + MixedCE —
ﬁ + LS
-8 0154 * LSMixedcE -
= | 1 mmme—-——
a ==
o e
 0.10 -/,..
un P
E | I
Soosy .
O E
0.00 T T T
1 50 100 150 200

Number of hypotheses

Figure 4. Cumulative sequence probability of generated hypothe-
ses using beam search with beam size 200 on WMT" 14 En-De
validation set.
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4. Experiments

e Scheduled Sampling

Table 5. BLEU scores on test sets of Transformers trained with CE
and mixed CE. The results of beam search decoding with beam

size 1/5 are presented. All results are averaged over 3 runs.

SCHEDUELD SAMPLING

DATA SET Loss SINGLE AVERAGE
RO-EN CE 30.71/31.72  32.29/33.05
) Mixep CE  31.71/32.53 32.88/33.45
RU-EN CE 29.28/30.63 29.62/30.83
Mixep CE  30.19/31.23 30.47/31.39
EN.DE CE 26.36/27.29 26.84/27.56
) Mixep CE  26.75/27.57 26.99/27.71
DATA SET Loss WORD ORACLE
SINGLE AVERAGE
RO-EN CE 31.71/32.37 33.05/33.76
Mixep CE  32.43/33.06 33.66/34.14
RU-EN CE 29.40/30.61 29.87/31.00
Mixep CE  30.24/31.09 30.72/31.50
EN.DE CE 26.66/27.45 26.94/27.71
N-PE MIXED CE  26.81/27.80  26.94/27.88
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4. Experiments

e Scheduled Sampling

mix mix

mzx - Zt 1 [( ai) : logpﬁ(yt‘y<t 7w) + Q; - lngH(yt‘ny ’ )}

U = arg max; |y log po (wi |y, @) ¢
Is it really important?




4. Experiments

e Scheduled Sampling

mzx - Et 1 [( ai) : logpe(yt‘ylgxam) + Q; - lngH(yt’yIéléxa )}

yt — arg maX1§k§|V| 10gp0 (wk|y<t7 w) T

Is it really important?

Top-2 Mixed CE: replace the above g; with

= Rand (Top-21§k§\v| ( log po (Wi |Y <+, w)))

Table 6. BLEU scores of Transformers trained with different loss
functions on the WMT" 16 Ro-En validations sets.

Loss SS WORD ORACLE
CE 32.66 33.82
MiIxXED CE 33.64 34.51
Top-2 MIXED CE 32.17 32.76
RANDOM MIXED CE  33.26 34.18
SOFT MIXED CE 32.03 33.08
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4. Experiments

e Scheduled Sampling

mzx - Et 1 [( ai) : logpe(yt‘ylgxam) + Q; - lngH(yt’yIéléxa )}

gt — arg maX1§k§|V| 10gp0 (wk|y<t7 w) T
Is it really important?

Random Mixed CE: replace the above g; with

4 = Yt, if g = arg max, ;.| log po(wk|y_;, =)
t Rand(V'), otherwise

Table 6. BLEU scores of Transformers trained with different loss
functions on the WMT" 16 Ro-En validations sets.

Loss SS WORD ORACLE
CE 32.66 33.82
MixED CE 33.64 34.51
Topr-2 MIXED CE 32.17 32.76
RANDOM MIXED CE  33.26 34.18

SorFtr MIXEDp CE 32.03 33.08




4. Experiments

e Scheduled Sampling

mzm - Et 1 [( ai) : logpe(yt‘ylgxa m) + Q; - lngH(yt’yIélixa )}

yt — arg maX1§k§|V| 10gp0 (wk|y<t7 w) T
Is it really important?

Soft Mixed CE: replace the above g; with

n

Emix - - Z [(1 - ai) logPQ(yt|yI§;X7 )

t=1
4

+ai - Y qo(wily;, @) - log o (we Yy, )}

Table 6. BLEU scores of Transformers trained with different loss
functions on the WMT" 16 Ro-En validations sets.

LLoss SS WORD ORACLE
CE 32.66 33.82
MIXED CE 33.64 34.51
Top-2 MIXeD CE 32.17 32.76
RANDOM MIXED CE 33.26 34.18
SOFT MIXED CE 32.03 33.08
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4. Experiments

e Scheduled Sampling

mzx - Zt 1 [( ai) : logpﬁ(yt‘yrgix7 w) + Q; - lngH(yt‘yIélixa )}

yt — arg maX1§k§|V| 10gp0 (wk|y<t7 33)

Double Mixed CE: we also apply mixed CE to
output in 2nd pass in schduled sampling

Lmzaz = — Z |: ]- — a’é) 1ng9(yt’yiléx’ )
t=1

mix

87 ~ mix
—i_E . (lnge(yt‘y@: , )+1ng9(yt‘y<t ) ))}

Yr = argmax; |y log py (we|yZ*, @)

Table 7. BLEU scores of Transformers trained with double mixed
CE and mixed CE-2nd pass on validations sets.

Loss Ro-EN RU-EN  EN-DE
CE 33.82 29.83  26.51
MIXED CE 34.51 30.46  26.88

DouBLE MIXED CE 34.23 30.46 27.06
MIXED CE-2ND PASS 33.84 30.16 26.83




4. Experiments

e Scheduled Sampling

mzx - Et 1 [( ai) : logpﬁ(yt‘ylgxam) + Q; - lngH(yt‘yIéléxa )}

yt — arg maX1§k§|V| 10gp0 (wk|y<t7 33)

Mixed CE 2nd pass:

Loniz = — Z {(1 — ;) - log py (w Y2, ®) +a; - logpg(Ge|yZ, ) }
t=1

mix )

Y = argmax; |y, log py (wk‘yq 3

Table 7. BLEU scores of Transformers trained with double mixed
CE and mixed CE-2nd pass on validations sets.

Loss RO-EN RU-EN EN-DE
CE 33.82 29.83 26.51
Mixep CE 34.51 30.46 26.88

DouBLE MIXED CE 34.23 30.46 27.06
MIXED CE-2ND PASS 33.84 30.16 26.83




4. Experiments

e The effect of ¢
TF: Lpie = — Z?:l [(1 - ai) . logpe(yt|yr£,i,xa 513) + Q- 10gpe(yt|yrfixa )}

SS: Emiw - = Z?:l [(1 _ ai) ) logpe(yt|yrélzitxa CB) + a; - logpe(yt‘yrélzltx7 )}

4 —+#— teacher forcing
== scheduled sampling

0.3 0.4 0.5 0.6 0.7
m = Maximum value of &

Figure 5. BLEU scores on the WMT’ 16 Ro-En validation set with
different m values. The blue and orange dotted lines denote the
BLEU scores of the model with «v; = 0.5 while the dashed lines
denote the result of training with CE loss.



5. Conclusion

e Introducing mixed cross entropy (mixed CE) loss in teacher
forcing and scheduled sampling training

e In teacher forcing, mixed CE exploits the model's greedy
predictions during training to learn a one-to-many mapping.

Superior performance in single reference set, multi-reference
set, paraphrased reference set.

e In scheduled sampling, mixed CE can mitigate exposure bias
more effectively by encouraging the model to produce similar
outputs given different inputs from different distributions.
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