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Why the problem seemed impossible

Simple(?) Problem
* Given two Q-functions fi, f2, one of which is Q*

* Can we identity Q* from a “small” exploratory dataset of (s, a, 7, s")?
(“small” = no |S| or exponential-in-horizon dependence)

Attempt 2: Estimating Bellman Error
. f=Q" < ||[f —Tf|| =0 sotrytoestimatel||f —Tf|?

* Problem: cannot be estimated in stochastic environments!
* The infamous double-sampling difficulty: the only natural estimator
2

(f(s.a) = (r + ymax f(s'.0))) " is positively biased
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