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Challenges of Applying Deep Learning for Time Series 

Time Series Samples are Shallow and often Insufficient
“Strawberry” Dataset (e.g., Spectrum) 

 (Holland et al., 1998) and Image Source: UCR Archive
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From “Speech” Model to “Time Series” Model? 

Speech Corpora and Acoustic Models 

- Large-Scale Training Data (>100k Samples)
- Power of Deep Representation Learning
- Domain Difference (e.g., Phonetic Information) 

Some Efforts in Transfer Learning for Time Series Classification
- Pretrained on Different Time Series Model [D1, D2]
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What is Model (Adversarial) Reprogramming?

Reprogramming works for Image to Image Classification (Elsayed et al. 2018)

- Training Weights (Perturbation) and Freeze a Pretrained Model
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Inception V3 
ImageNet model “Seven”

Reprogramming for a MNIST Classifier



Our Contributions in this Work

1. We propose Voice-to-Series (V2S). To the best of our knowledge, V2S services 
as the first method that enables reprogramming for time series tasks.

2. Tested on a standard UCR time series classification benchmark with 30 different 
univariate tasks, V2S outperforms or is tied with the best reported results on 20 
datasets and improves their average accuracy by 1.84%.

3. We develop a theoretical risk analysis, which can be used to assess the 
performance of reprogramming. 
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I. Introduce Voice-to-Series (V2S)

- Schematic illustration of the proposed Voice-to-Series 
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I. Voice-to-Series (V2S) Design

- Schematic illustration of the proposed Voice-to-Series 

8

Attention Dense OutputConv2D 
2nd RNNsReprogram Audio Layer Conv2D 

1stInput

Pretrained (Frozen) Non-Trainable Label MappingTrainable

Attention Dense OutputConv2D 
1st +2nd RNNsReprogram Audio Layer U-Net

(a) Voice-to-Series with Transformer-based Attention (V2Sa)

(b) Voice-to-Series with U-Net Transformer-based Attention (V2Su)

Input

Open Source Implemented Layer and Code: https://github.com/huckiyang/Voice2Series-Reprogramming 

https://github.com/huckiyang/Voice2Series-Reprogramming


I. Voice-to-Series (V2S) Performance on UCR Archive 
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Achieve or 
outperform SOTA in 
20 out of 30 datasets



II. Proposed Theoretical Analysis for Reprogramming

- Population Risk via Reprogramming (Optimal Transport)

This results suggest that reprogramming can perform better (lower risk) when 
the source model has a lower source loss and smaller representation loss.



II. Proposed Theoretical Analysis for Reprogramming

- Training-time  reprogramming  analysis  using V2S and  DistalPhalanxTW  dataset  
(Davis,  2013)



III. Voice-to-Series (V2S) Visualization - (1)

- Proposed Voice-to-Series on the Worms dataset (Bagnall et al., 2015)
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III. Voice-to-Series (V2S) Visualization - (2)

- Proposed Voice-to-Series on the Worms dataset (Bagnall et al., 2015)
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III. Voice-to-Series (V2S) Visualization - (3)

- tSNE plots of the logit representations using the Strawberry (Holland et al., 1998)
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Future Work - Different Time Series (e.g., Regression) and Speech Processing Tasks.
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