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Structure-aware encodings: Adjacency matrix-based
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Structure-aware encodings: Adjacency matrix-based

One-hot adjacency encoding of a DARTS cell
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Structure-aware encodings: Adjacency matrix-based

Categorical adjacency encoding
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One-hot adjacency encoding

Colin White, Willie Neiswanger, Sam Nolen, Yash Savani., A Study on Encodings for Neural Architecture Search, NeurIPS 2020



Structure-aware encodings: LSTM/MLP/GCN

Different types of architecture encoders
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RNN



Structure-aware encodings: Unsupervised Pre-training
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Drawbacks of Structure-aware encodings
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Muhan Zhang, Shali Jiang, Zhicheng Cui, Roman Garnett, Yixin Chen., D-VAE: A Variational Autoencoder for Directed Acyclic Graphs, 

NeurIPS 2019
Colin White, Willie Neiswanger, Sam Nolen, Yash Savani., A Study on Encodings for Neural Architecture Search, NeurIPS 2020



Computation-aware encodings: Path Encodings

One-hot / Categorical path encoding
9 Colin White, Willie Neiswanger, Sam Nolen, Yash Savani., A Study on Encodings for Neural Architecture Search, NeurIPS 2020



Advantages of Computation-aware Encodings
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Computation-aware encodings: D-VAE
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Our Proposed Method: CATE
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Why Pairwise Sampling
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Conv 3x3 -> Conv 1x1 -> Conv 5x5 -> Conv 1x1 -> Max Pool -> …
Conv 3x3 -> Conv 1x1 -> Conv 5x5 -> ? -> Max Pool -> ...



Attention Mask
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Encoding-dependent NAS Subroutines

12 different encodings: 
● One-hot/Categorical/Continuous adjacency matrix encoding (3)
● One-hot/Categorical/Continuous path encoding (3)
● The truncated counterparts (3)
● D-VAE
● arch2vec
● CATE

3 NAS subroutine:
● Sample random architecture: random search
● Perturb architecture: regularized evolution, local search
● Train predictor: neural predictor, BO with GP, BO with DNGO
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Comparison between CATE and other encoding schemes
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Comparison between CATE and other NAS methods
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Evaluation on DARTS without surrogate models
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Evaluation on Outside Search Space
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Ablation Study
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Conclusion
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● A non-contrastive, pairwise pre-training method to learn computation-aware encodings with 
cross-attention Transformers

● Competitive under all encoding-dependent NAS subroutines in both small and large search spaces

● Superior generalization ability beyond the search space on which it was trained 



Thank You
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For more detailed information and code, please refer to our paper: 
https://arxiv.org/abs/2102.07108
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