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Motivation of This Research

§ Any drawbacks of the current word embedding models (e.g. 
GloVe [Pennington, Socher, et al. (2014)], Word2Vec [Mikolov, Sutskever, et al. (2013)],
etc.)?

§ Domain scarcity
§ ML methods need big data (e.g. Wikipedia + Gigaword, 6B tokens, 400K

vocab)
§ Domain text data might be small (e.g. rare disease, new product)

§ Domain difference
§ Different meanings in a target domain (context)
§ Difference might be large
§ E.g. ’positive’ in its common meaning VS. as a medical condition in 

nurses’ notes: opposite sentiments!
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Bias-Variance Tradeoff

§ Using pre-trained embeddings from Wiki:
§ biased but low variance

§ Using domain-specific embeddings:
§ unbiased but high variance

Pre-trained

Domain-specific

Variance

Bias
Transfer Learning
(Domain Adaptation):
pre-trained embeddings +
domain text data

(source domain)

(target domain)
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Previous Results

§ Fine-tune Pre-trained Embeddings:
§ Mittens [Dingwall & Potts (2018)]: ℓ! regularization
§ CCA/KCCA [Sarma, Liang, et al. (2018)]: weighted sum of aligned embeddings
§ …

§ Our approach:
§ With theoretical guarantee
§ Matrix factorization [Ge, Jin, et al. (2017), Negahban & Wainwright (2011)]

§ Group sparsity [Lounici, Pontil, et al. (2011)]

§ Interpretable & outperforms fine-tuning

No Theoretical Guarantee!

4



Transfer Learning

§ Insights

§ Many words keep the same meaning across contexts

§ Words with a different meaning in a target domain are ‘sparse’

§ e.g. a paragraph from the article ‘put option’ on Wikipedia

§ ‘put’, ‘option’, ‘strike’, ‘speculation’, ‘short’, ‘stock’ have specific
meanings in finance

§ The proportion of these words is "
#$
≈ 𝟖. 𝟓%
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Transfer Learning

§ Sparsity of words → sparsity of word embedding matrix
§ Toy example

§ 10 words with word embedding of dimension 5
§ Word 2, 8, 9 have domain-specific meanings
§ Word embedding matrix difference is row-sparse

𝒅

𝒓

𝒔
𝑼𝒔𝒐𝒖 𝑼𝒕𝒂𝒓 𝚫𝐔
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Transfer Learning

§ Main Idea
§ Target domain texts + pre-trained embedding: row-sparse deviation
§ Group-sparse penalty on Δ% via ℓ!,$ norm, i.e.

∥ Δ% ∥!,$=*
'($

)

∥ Δ%' ∥!

§ Each row of Δ*, i.e. Δ*+ , is a group
§ Unsupervised VS. supervised (group Lasso)

§ Method: a two-stage estimator
§ Stage 1: Obtain +𝑼𝒔𝒐𝒖 (or take the pretrained embeddings available)
§ Stage 2: Estimate 𝑼𝒕𝒂𝒓, regularizing 𝑼𝒕𝒂𝒓 towards +𝑼𝒔𝒐𝒖 via ℓ!,$ norm
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Problem Formulation

§ Source domain: X! = 𝒜" Θ" + ϵ"
§ Target domain: X# = 𝒜# Θ# + ϵ$

§ 𝑋’s – e.g. word co-occurrence
§ Θ’s – e.g. true co-occurrence prob

§ Two-stage estimator:
§ Stage 1: min

%(

&
'(
∥ X" −𝒜" U"U"( ∥))

§ Stage 2: min
%)

&
')
∥ X# −𝒜# U$U$( ∥)) +λ ∥ U$ − .U" ∥),&

𝚯 = 𝑼

𝑼𝑻×

𝒅

𝒅 𝒓

𝒓

§ "𝑈)𝑅 is also a solution!
§ R is orthogonal matrix

§ Estimation error of
word embedding:
§ ∥ +U2 − U2R(4%!,%!) ∥!,$
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Theoretical Results

§ “Target-scarce and source-rich” regime: 
§ n678 ≫ d!, n9:; ≪ d!, s ≪ d

§ Can we improve the estimation error of 𝑼𝒕𝒂𝒓?

Only Source:

𝒪(∥ Δ+ ∥,,. +
𝑑,

𝑛/
)

Only Target:

𝒪(
𝑑,

𝑛0
)

Combine both?
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Theoretical Results

§ Debias source-domain estimator
§ Require exponentially fewer target-domain data

Only Source:

𝒪(∥ Δ+ ∥,,. +
𝑑,

𝑛/
)

Only Target:

𝒪(
𝑑,

𝑛0
)

𝒪(
𝑠, log 𝑑

𝑛0
+

𝑑,

𝑛/
)

Group sparsity 
helps!
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Empirical Results

§ Interpretability

§ Single domain-specific Wiki articles

§ Efficiency in downstream prediction

§ Clinical trial eligibility data
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Interpretability

§ How accurate to identify domain words?

§ Score words by the Euclidean distance of estimators with pre-trained 

embeddings (GloVe): higher→more likely to be domain words

§ Calculate F1-score: selecting the top 10% as domain words

§ Random: words picked randomly
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Interpretability

§ Top 10 words selected by our estimator and Mittens
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Downstream Prediction

§ Short clinical statements → eligibility for cancer clinical trials
§ Logistic regression with ℓ8 penalty
§ Dict2Vec [Tissier, Gravier, et al. (2017)] : Word2Vec + dictionary definition

Note: Gold – domain embedding; Proxy – pretrained embedding
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Conclusion

§ Introduced a two-stage estimator to learn domain word 
embeddings

§ Required exponentially fewer domain textual data

§ First paper to theoretically justify the efficiency of transfer
learning in word embedding

§ Our estimator is interpretable and efficient in downstream 
prediction
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Thank you!
kanxu@sas.upenn.edu

Questions and comments are welcome!
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