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On the Problem of Distributions shift

Setup

Observations: yi = fS(xi) + noise,xi ∼ pS , i = 1, 2, · · ·nS
Estimate a linear model β̂((xi, yi)

nS
i=1)

Tested on: Ex∼pT [‖fT (x)− β̂>x‖2]

Covariate shift: fS = fT , pS 6= pT

Model shift: fS 6= fT linear, pS 6= pT
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Revisit Ridge Regression

Ridge Regression as MAP Inference

β̂RR ← argmin
β

1

nS

nS∑
i=1

(β>xi − yi)2 +
λ

2
‖β‖2 (1)

assuming y ∼ N (x>β∗, σ2),

measured on source distribution x ∼ pS ,

with Gaussian prior β∗ ∼ N (0, r2I).
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How to adapt to the target domain?
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(β>xi − yi)2 +
λ

2
‖β‖2 (1)

⇐ This is the optimal linear estimator

assuming y ∼ N (x>β∗, σ2),

measured on target distribution x ∼ pT ,

with Gaussian prior β∗ ∼ N (0, r2I).

Interestingly, this does not give us different estimator.
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Ridge Regression as MAP Inference

β̂RR ← argmin
β

1

nS

nS∑
i=1

(β>xi − yi)2 +
λ

2
‖β‖2 (1)

⇐ This is the optimal linear estimator

assuming y ∼ N (x>β∗, σ2),

measured on target distribution x ∼ pT ,

for the worse-case β∗, ‖β∗‖ ≤ r.

This gives the ”minimax” linear estimator. We developed a meta
algorithm for this mechanism.
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A Meta Algorithm

Step 1: Find a sufficient statistic β̂SS for the optimal linear estimator
given the obervations

Step 2: Solve the best estimator that is linear in β̂SS in the worse-case
setting:

β̂MM ← argmin
β linear in β̂SS

max
‖β∗‖≤r

Enoise,x∼pT (x
>(β − β∗))2.
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Results on Different Settings

Covariate shift under Gaussian sequence model
1 developed algorithms with only unlabeled target data and/or
2 with few labeled target data,
3 show that our algorithm is optimal among all linear estimators,

and
4 is within constant of the best nonlinear estimators under some

conditions,
5 prove a separation result between ours and ridge regression

Covariate shift with approximation error (nonlinear model)
1 developed algorithm that is
2 asymptotically optimal among all linear estimators,
3 provide a practical way to estimate the selection bias on source

distribution,
4 tested on real dataset

Small model shift under Gaussian sequence model
1 developed algorithms that balance model shift and variance,
2 prove optimality among all linear estimators, and
3 is within constant of the best nonlinear estimators under some

conditions
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Thank you!
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