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Projected gradient descent (PGD) is commonly used for lp-bounded adversarial
attacks on image classifiers. It maximizes a loss L with the iterative scheme

u(i+1) =x (i) + η(i) · s(∇L(x (i))) (1)
x (i+1) =PS(u(i+1)), (2)

on the feasible set S, with PS the projection onto S.

Note: unlike for the l∞- and l2-threat models, for PGD wrt l1 there is no
standard version, and the existing ones are less effective than other attacks.

For l1 we need to explicitly consider the role of the image domain [0, 1]d!

Then, we introduce an adaptive version of PGD, l1-APGD, specific for the
effective threat model l1-ball ∩[0, 1]d , which achieves SOTA performance.
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Components of l1-APGD

Projection step: existing versions of
PGD for l1 project first onto the l1-ball
B1(x , ε), then clip to [0, 1]d (approximated
projection).

Proposition 1
The projection problem onto S = B1(x , ε) ∩ [0, 1]d can be solved in O(d log d).

Using the exact projection allows to better explore the feasible set compared to
the approximated one, improving the performance of the attacks.
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Update step: in PGD-based attacks the update step is usually done in the
steepest descent direction. For the l1-ball ∩[0, 1]d -threat model, we get

Proposition 2
Let zi = max{(1− xi) sign(wi),−xi sign(wi)}, π the ordering such that
|wπi | ≥ |wπj | for i > j and k the smallest integer for which ∑k

i=1 zπi ≥ ε. The
steepest descent direction in B1(x , ε) ∩ H is given elementwise by

δ∗πi =


zπi · sign(wπi ) for i < k ,
(ε−∑k−1

i=1 zπi ) · sign(wπk ) for i = k ,
0 for i > k

. (3)

The sparsity of the steepest descent direction depends on the current point. Then,
l1-APGD uses updates with adaptive sparsity, unlike existing methods.
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Experiments

We also adapt the black-box Square Attack (Andriushchenko et al., 2020) to l1.

l1-APGD outperforms the competitors, especially with low computational budget,
and l1-Square Attack gets better results than the existing black-box methods!
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Thanks to l1-APGD and l1-Square Attack we can extend AutoAttack (Croce &
Hein, 2020) to the l1-threat model, to test robustness with no parameter tuning!

l1-AutoAttack improves the evaluation of robustness wrt l1 on many classifiers!

Code available at https://github.com/fra31/auto-attack.
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