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Transformers across domains
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Depth-to-width ratio 

Henighan et al. 2020: Modality Optimal Depth-to-width ratio
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Levine et al. 2020: 
“From an architecture expressivity 
perspective, each Transformer size 
has an optimal depth.”

Subtleties, e.g., in vision:
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The Vocabulary Bottleneck

Informal theorem: 
For any data 
modality, the capacity 
of Transformer to 
model inputs 
dependencies scale 
like 
min{d ,rank (V)}.
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Vocabulary affects the depth-to-width interplay
small vocabulary => deeper is better earlier

Domain-independent guidelines for Transformer architecture design!


