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Training Objective :
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Polynomial Prediction

Training data: random degree-6 polynomials
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Thank you!

Project page: https://shubhtuls.github.io/PixelTransformer/
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