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Multi-Task Low Rank Linear Bandits

@ The agent chooses arms for M linear bandits instance concurrently

> At each step, he pulls M arms and then receives M rewards
0%) + noise

i

» Linear rewards r; = (a;,
@ The low rank property: There exists k < d such that

rank([@{ 05 --- QXA]):k

0f = B"wj,Vie [M]

o B* ¢ R¥*k: the shared k-dim representation. w* € RX: the

task-dependent parameter

2/7



Multi-Task Low Rank Linear Bandits

@ The agent chooses arms for M linear bandits instance concurrently

> At each step, he pulls M arms and then receives M rewards
0%) + noise

i

» Linear rewards r; = (a;,
@ The low rank property: There exists k < d such that

rank([@{ 05 --- QX/,]):k

0f = B"wj,Vie [M]

o B* ¢ R¥*k: the shared k-dim representation. w* € RX: the

task-dependent parameter
@ We can estimate B* using the data from all tasks!
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Algorithm

Multi-task linear bandits
For stept=1,2,..., T:

© Estimate {9* 7, using constrained least-square linear regression

t—-1 M

{etl}/—l = {Btth}I_l = arg min ZZ ar,i, BWI rTI)

l|Bwill <1 7= 1=
@ Construct tighter confidence set C; C (RY)M centered at {8;;}¥,
such that {67}, € C; with high probability

© Choose actions optimistically and observe reward {r ;}M,

M

{ar}M, < argmax max Z(a,-, 6;)
aIEAtI {9},7166’1”" 1
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Results

@ Independent single-task algorithm for each instance
0 (Mdv'T)
@ Multi-task algorithm
o) (/\/I\/dTT + d\/I\/TT)

@ Known lower bound

Q (Mkﬁ+ d\/MTT)
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Multi-task Low Rank Episodic RL

@ The multi-task LSVI condition: We have access to a joint linear
function class Q with low inherent Bellman error 1
@ Linear parameters in Q share a k-dim subspace
» kis much smaller than the feature dimension d

1See Zanette et al. Learning Near Optimal Policies with Low Inherent Bellman-Error
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Multi-task Low Rank Episodic RL

@ The multi-task LSVI condition: We have access to a joint linear
function class Q with low inherent Bellman error 1
Linear parameters in Q share a k-dim subspace

» kis much smaller than the feature dimension d

Independent single-task regret

) (HMdﬁ+ HMTVd dI)

Multi-task regret

O (Hl\/l\/dkT+ Hdv/kMT + HMdeI)

@ Lower bound

Q (Mk\/HTJr oV HKMT + HMT\de)

!See Zanette et al. Learning Near Optimal Policies with k.ow Inherent Bellman=Error
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