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Tensor ring decomposition via sampling
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Can formulate the fitting problem as an optimization problem:

argmin
𝑨,𝑩,𝑪

TR 𝑨,𝑩, 𝑪 − 𝑿
F

Randomly initialize cores 𝑨,𝑩, 𝑪

for i = 1:max_iter 

end

Algorithm: Tensor Ring ALS [Zhao et al. ’16] 

Standard approach is to fit using alternating least squares (ALS):

𝑨 = argmin
𝑨′

TR 𝑨′, 𝑩, 𝑪 − 𝑿
F

𝑩 = argmin
𝑩′

TR 𝑨,𝑩′, 𝑪 − 𝑿
F

𝑪 = argmin
𝑪′

TR 𝑨,𝑩, 𝑪′ − 𝑿
F

Check convergence criteria

7

𝑥𝑖𝑗𝑘 ≈ 

𝑟1,𝑟2,𝑟3=1

𝑅1,𝑅2,𝑅3

𝑎𝑟3𝑖𝑟1𝑏𝑟1𝑗𝑟2𝑐𝑟2𝑘𝑟3 =: TR 𝑨,𝑩, 𝑪
𝑖𝑗𝑘

Elementwise: 𝑅1, 𝑅2, 𝑅3 are the 
tensor ring ranks
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Least squares problems are sampled efficiently

𝐴∗ ≔ argmin
𝐴

𝐺𝐴 − 𝑋 𝐹

This can be reshaped into a matrix linear least 
squares problem of the form

where

𝐺 comes from merging and reshaping 𝑩, 𝑪

𝑋 comes from reshaping 𝑿

𝐴 is a reshaped version of 𝑨′

ሚ𝐴 ≔ argmin
𝐴

𝑆𝐺𝐴 − 𝑆𝑋 𝐹

Can reduce these costs via sampling:

𝐺 𝑆𝐺

When 𝐽 rows are sampled:
• forming 𝑆𝐺 costs 𝐽𝑁2𝑅3

• solving least squares problem costs 𝐽𝑁𝐼𝑅2

Theorem [M., Becker ’21]

Can construct sampling distribution in 𝐼𝑅4 time such that the solution ሚ𝐴
satisfies 

𝐺 ሚ𝐴 − 𝑋
𝐹
≤ (1 + 휀) 𝐺 𝐴∗ − 𝑋 𝐹

with probability at least 1 − 𝛿 provided at least 𝐽 > 4𝑅2𝑁/(휀𝛿) rows are 
sampled*.

* Simplified bound assumes 휀𝛿 is sufficiently small.

Consider a subproblem:

𝑨 = argmin
𝑨′

TR 𝑨′, 𝑩, 𝑪 − 𝑿
F

Results in algorithm with complexity sublinear in 
number of entries in input tensor

Key challenge: Computing distribution of 
𝑆 efficiently given structure of 𝐺

For 𝑁-way 𝐼 × ⋯× 𝐼 input tensor 𝑿:
• forming 𝐺 costs 𝑁𝐼𝑁−1𝑅3

• solving least squares problem costs 𝐼𝑁𝑅2

𝑅 is the target rank, assumed to 
be the same for all dimensions
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Experiments
Decomposition Feature extraction

Datasets:

• Substantial speedup over standard algorithm
• Only minor loss in accuracy
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COIL-100 dataset [Nene et al. ’96]:

Thank you for your attention!
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>99 % accuracy

𝒌-NN 


