
Differentiable Sorting Networks for 
Scalable Sorting and Ranking Supervision

Felix Petersen, Christian Borgelt, Hilde Kuehne, Oliver Deussen

University of Konstanz, University of Salzburg, 
University of Frankfurt, MIT-IBM Watson AI



Overview

● Sorting Supervision enables training NNs based on ordering constraints.

● Sorting Networks are sorting algorithms with a fixed execution structure 

requiring only min and max operations.

● We continuously relax sorting networks to Differentiable Sorting Networks via 

softmin and softmax.

● The Activation Replacement Trick (ART) that maps activations to regions with 

moderate gradients.

● Our method is scalable to differentially sorting 1024 elements.



Sorting and Ranking Supervision

● Images and their underlying order Q are given.

● The value of each image is predicted by a CNN.

● The predictions are differentially sorted.

● Supervision by enforcing that the differentiable permutation matrix P equals Q.
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Recent Differentiable Sorting Algorithms

● NeuralSort (Grover et al., ICLR 2019)

● Optimal Transport Sort (Cuturi et al., NeurIPS 2019)

● Fast Differentiable Sorting and Ranking (Blondel et al., ICML 2020)
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Large-Scale Four-digit MNIST Sorting Benchmark

The Activation Replacement Trick



Thank You!

Check out our code at https://github.com/Felix-Petersen/diffsort
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