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Adversarial Examples

Goodfellow et al “Explaining and Harnessing Adversarial Examples”, ICLR 2015



Gradient Regularization

Std. Loss Objective
(e.g., cross-entropy)
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Training with Gradient Regularization (Real)
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Training with Gradient Regularization (Complex)

Std. term G.R. term
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Derivative Constraint



Training with Gradient Regularization



Attacks on MNIST and FashionMNIST

MNIST FashionMNIST



Attacks on SVHN and CIFAR-10

SVHN CIFAR-10



Resistance to Black-Box Transfer Attacks



Resistance to Query-Based Attack

Net Type No Defense β=64 G.R. ε=0.2 AdvTrain

Real-Valued 0% 62.3% 76.3%

Complex-Val. 0% 68.4%

NES Attack on 1000 FashionMNIST Test Images
8-step PGD Attack ε = 0.16
4000 Queries/image

Ilyas et al. “Black-box Adversarial Attacks with Limited Queries and 
Information” ICML 2018
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Code Available: https://github.com/ericyeats/cvnn-security


