
Towards Better Robust
Generalization with Shift

Consistency Regularization



Adversairal Training

•
•

Adversarial data can easily fool the standard trained classifier.
Adversarial training is one of the most effective methods to
obtain the adversarial robustness for the trained classifier.
 
 
 
 
 
 

Purporse: Maximize margin by
training with worst perturbation
so that the adversarial
examples can not cross the
decision boundary.



Conventional Adversarial Training

•

•

Minimax formulation:
 
 
Projected gradient descent (PGD) formulates the problem of
finding the most adversarial data as a constrained optimization
problem. Namely, given a starting point x0∈Sx  and step size α,
PGD works as followed:
 



 Feature Scattering based Adversarial
Training (FS)

 
 
 
 

 
 

 
 

• Maxmize the wesserstein distance of outputs of clean and
perturbed data (inter sample relationship is considerred).
 



Generalization Issue of Adversarial
Training
•

•

While previous methods achieve impressive robustness
performance, there still exists a big robust generalization gap
between training and test sets.
The robust generalization gap (training accuracy - test accuracy)
of AT is around 40% and FS is around 20%.



Analysis for Generalization Issue

•

•

Visualization for output feautures and effect of adversarial
perturbations on feature shifts.
Adversarial perturbations cause the different feature shifts for
test and training data and lead to generalization issue.

 



Theoretical Analysis for Robust
Generalization
• Relationship between robust generalization and standard

generalization.  (Difference is feature shift inconsistancy)

feature shift
inconsistancy



Theoretical Analysis for Robust
Generalization
• Relationship between robust generalization and feature shift

inconsistancy. (The changes of the shift inconsistency and gap
difference RGE−GE are consistent.)



Adversarial Training with Shift
Consistency Regularization
• Penalize the feature shift inconsistency.

 
 

To consider different types of
attacks, we penalize the upper
bound of shift inconsistency:

We approximate test feature
shft with average feature shift
over training data.



Some Results
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Thanks for your attention
 


