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Tanner Graph
A linear code with code length n and code dimension k

Binary parity check matrix H of size (n−k) × n

A parity check matrix of the (n= 7,k= 4) Hamming code

Tanner graph: n variable nodes and (n − k) check nodes

𝑣1 𝑣2 𝑣3 𝑣4 𝑣5 𝑣6 𝑣7
𝑐1 1 0 1 1 1 0 0
𝑐2 0 1 0 1 1 1 0
𝑐3 0 0 1 0 1 1 1



Trellis Graph The trellis graph is obtained from the unrolling Tanner graph

Iteration

v1,c1

v2,c2

.

.

.

Edges (V1,C1) , (V3,C1), (V4,C1) , (V5,C1) are 
connected to the same check node C1

Edges (V6,C2) , (V6,C3) are connected to the 
same variable node V6



The n variable nodes in the input layer hold the log likelihood ratios (LLR) of input bits

Belief Propagation Decoding



Belief Propagation Decoding

Itera)on

Edges (V1,C1) , (V3,C1), (V4,C1) , (V5,C1) are 
connected to the same check node C1

Edges (V6,C2) , (V6,C3) are connected 
to the same variable node V6

For even s:

The output of the classic BP:

For odd s:

The classic Belief Propagation (BP) 
decoding algorithms



Neural Belief Propagation Decoding
Neural belief propaga?on define in
(Nachmani et al., 2016; 2018)

For even s:

The output of the classic BP: The output of the neural BP:

For even s:

For odd s:For odd s:

The classic Belief Propagation (BP) 
decoding algorithms
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Cyclic code
Cyclic codes are invariant under cyclic shifts
Example: (n=7, k=4) Hamming code

1 0 1 1 1 0 0
0 1 0 1 1 1 0
0 0 1 0 1 1 1

0 1 0 1 1 1 0
0 0 1 0 1 1 1
1 0 0 1 0 1 1

cyclic shift

These two matrices are cyclic shifts of each other, and they have the 
same row space

ML decoder of a cyclic code is equivariant to all cyclic shifts



Cyclic Neural Decoder
Shares the equivariant property of the ML decoder

Use parity check matrix of size n x n instead of (n-k) x n

e.g. (n = 7,k = 4) Hamming code 

𝒗𝟏 𝒗𝟐 𝒗𝟑 𝒗𝟒 𝒗𝟓 𝒗𝟔 𝒗𝟕
𝒄𝟏 1 0 1 1 1 0 0
𝒄𝟐 0 1 0 1 1 1 0
𝒄𝟑 0 0 1 0 1 1 1

𝒗𝟎 𝒗𝟏 𝒗𝟐 𝒗𝟑 𝒗𝟒 𝒗𝟓 𝒗𝟔 𝒗𝟕
𝒄𝟎 1 0 1 1 1 0 0 0
𝒄𝟏 0 1 0 1 1 1 0 0
𝒄𝟐 0 0 1 0 1 1 1 0
𝒄𝟑 0 0 0 1 0 1 1 1
𝒄𝟒 1 0 0 0 1 0 1 1
𝒄𝟓 1 1 0 0 0 1 0 1
𝒄𝟔 1 1 1 0 0 0 1 0
𝒄𝟕 0 1 1 1 0 0 0 1

cyclic shift



Cyclic Neural Decoder
Impose a shift-invariant structure on the weights of our new decoder



Cyclic Neural Decoder
The Trellis graph corresponding to the matrix (n=7, k=7)



Cyclic Neural Decoder

The output of the neural BP:

For even s:

For odd s:

The output of the neural BP:

For even s:

For odd s:

Neural belief propagation define in
(Nachmani et al., 2016; 2018)

Cyclic Neural Decoder



List Decoding Procedure
In the list decoding procedure, we use the permutations from a subset S of the 
affine group

𝑳𝟏 𝑳𝟐 𝑳𝟑 𝑳𝟒 𝑳𝟓 𝑳𝟔 𝑳𝟕

𝑳𝟎 𝑳𝟏 𝑳𝟐 𝑳𝟑 𝑳𝟒 𝑳𝟓 𝑳𝟔 𝑳𝟕

0 1 2 3 4 5 6 7

1 0 4 7 2 6 5 3

2 4 0 5 1 3 7 6

4 2 1 6 0 7 3 5

3 7 5 0 6 2 4 1

7 3 6 1 5 4 2 0

5 6 3 2 7 0 1 4

6 5 7 4 3 1 0 2

𝐿4 𝐿) 𝐿+ 𝐿5 𝐿6 𝐿7 𝐿8 𝐿9
𝐿) 𝐿4 𝐿6 𝐿9 𝐿+ 𝐿8 𝐿7 𝐿5
… … … … … … … …

𝐿8 𝐿7 𝐿9 𝐿6 𝐿5 𝐿) 𝐿4 𝐿+

(n+1,n+1) Permutations Matrix







Boosting Method



Cyclic decoder Results

Improve upon N18 (Nachmani et al., 2018) by 0.7dB
Improve upon the hyper-graph-network decoder (Nachmani et al., 2019) by 0.3dB

BCH (63,45) BCH (127,99)



List Decoding Results

List size n+1 gives 3dB gain, almost the same performance as the ML decoder
Small list size l=8 also gives 0.7∼0.9dB gain

BCH (63,45) Punctured RM (127,99)



The memory requirements of our decoder is much smaller than N18 due to the 
cyclically invariant structure of weights

Complexity Analysis



Ablation analysis

When both using the n×n cyclic matrix, our decoder still demonstrates a 0.25dB 
improvement over N18



A novel neural decoder that is provably equivariant to cyclic shifts
• Improve upon (Nachmani et al., 2018) by 0.7dB
• Improve upon the hyper-graph-network decoder (Nachmani & Wolf, 2019) by 

0.3dB with 300 times smaller training time.

A list decoding procedure that provides up to 3dB gain. 
• For certain high-rate codes, our list decoder has almost the same 

performance as the ML decoder

Conclusions


