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Introduction

Background

Multi-agent evaluation aims at the assessment of an agent’s strategy
on the basis of interaction with others.

Renowned evaluation algorithms: Elo rating system [Elo78], α-rank
[Omi+19].

α-rank for two-player game with a single population:
build Markov transitive matrix according to payoff M ;

Ci,j =

 η
1−exp(−α(Mji−Mij))

1−exp(−αp(Mji−Mij))
if Mji 6= Mij

η
p

otherwise

compute the invariant distribution π;

return the ranking of strategies according to π.
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Low-rank Property

Motivation:

Repeated strategies may exist in the empirical games.

Agents who have similar skills might perform similarly.

Rowland et al. estimate all pairs, which is computationally heavy.

Evidence from real-world games from [Cza+20]:

We need to remove the necessity of exhaustively comparing all
strategy pairs.
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Our Algorithms

We are motivated to consider low-rank property of payoff matrices. The
overall architecture of OptEval
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We propose two algorithms with noise-free and noisy payoffs.
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Theoretical Results (Informal)

Theorem (Noise-free evaluations )

Let Ω ⊆ [n]× [n] be a randomly selected set of pairs to be evaluated, then there exists a
constant C such that if Ω satisfies

|Ω| ≥ Cnrκ2 max
{
µ0 log n, µ2rκ4

}
,

then we can obtain the exact invariant distribution with high probability.

Theorem (Noisy evaluations)

Let Ω be a sample operator, for each pair (i , j) ∈ Ω, let M̂ij be an empirical payoff constructed

by taking K i.i. d. interactions of player i and j. There exist constants C and C ′ such that if

the number of randomly selected pairs m satisfies |Ω| ≥ Cκ2n max(µ0r log(n), µ2
0r

2κ4, µ2
1r

2κ4)

and K satisfies K ≥
2592M2

max log(2mn3)L(α,Mmax)2

(
n−1∑
i=1

(
n
i

)
in

)2

C ′2κ4rn2

ε2g(α,η,p,Mmax)2 , Then

maxi∈[n] | ¯̂π(i)− π(i)| ≤ ε is satisfied with probability at least 1− 2
n3 .
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Experiments I

Empirical sample complexity: Results on twenty n× n Gaussian games
with n = 10, 20, ..., 200, r = 5. (a) the empirical sampling complexity of
OptEval-1 when ε ≤ 10−4/n at a chosen rank r = 5. (b) the empirical
sampling complexity when OptEval-2 outperforms RG-UCB.
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(a) Noise-free case by OptEval-1
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(b) Noisy case by OptEval-2
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Experiments II

Real-world games: OptEval approximate the games that are both
low-rank and high-rank, i.e. approximating full-rank AlphaStar by r = 32.
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Table: Results on selected real world games with noise free evaluations. The
number of entries are reduced by 60%-80%.
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The End

GitHub Page
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