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Issues on Off-Policy RL 2

error propagates

unseen (s,a) → high error1. Instability in Q-learning

2. Balancing exploration 

and exploitation

● Current off-policy RL algorithms suffer from several issues:



Can Ensemble Improve Off-policy RL? 3

Bootstrap DQN 

[Osband et al., 2016]

[Osband et al., 2016] Osband, I., Blundell, C., Pritzel, A. and Van Roy, B., Deep exploration via bootstrapped DQN. In NeurIPS, 2016.
[Chen et al., 2017] Chen, R.Y., Sidor, S., Abbeel, P. and Schulman, J., UCB exploration via Q-ensembles. arXiv preprint arXiv:1706.01502, 2017.

UCB exploration [Chen et al., 2017]

exploit explore

Limitations
1. No method to handle error propagation

2. Most prior work has studied in isolation

● Current off-policy RL algorithms suffer from several issues:
● Ensembles have been studied to handle them

https://arxiv.org/abs/1602.04621
https://arxiv.org/abs/1706.01502


SUNRISE
● Weighted Bellman backups based on Q-ensembles
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SUNRISE: Actor-critic version

● Unified framework to combine several techniques that use 
ensembles



Weighted Bellman Backup
● Error propagation issue in Q-learning 
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error propagates

unseen (s,a) → high error



Weighted Bellman Backup
● Error propagation issue in Q-learning 

● Reweighting Bellman backup can handle this issue
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Some confidence score about target value



Weighted Bellman Backup
● Error propagation issue in Q-learning 

● Reweighting Bellman backup can handle this issue
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error propagates

unseen (s,a) → high error

Some confidence score about target value��How to quantify the uncertainty on target value?



● Main idea: uncertainty estimation using ensembles [Osband et 
al., 2016, Lakshminarayanan et al., 2017]

● Definition of confidence score

○ Small variance: weight →  1.0 
○ High variance: weight → 0.5
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Sigmoid Temperature 

Weighted Bellman Backup

● Weighted Bellman backup:
[Osband et al., 2016] Osband, I., Blundell, C., Pritzel, A. and Van Roy, B., Deep exploration via bootstrapped DQN. In NeurIPS, 2016.
[Lakshminarayanan et al., 2017] Lakshminarayanan, B., Pritzel, A. and Blundell, C., Simple and scalable predictive uncertainty estimation using deep ensembles. In NeurIPS, 2017

https://arxiv.org/abs/1602.04621
http://papers.nips.cc/paper/7219-simple-and-scalable-predictive-uncertainty-estimation-using-deep-ensembles


UCB Exploration
● Main idea: utilize uncertainty estimation for exploration 
● UCB exploration based on Q-ensemble [Chen et al., 2017]

● We further extend to continuous action space and apply to 
more advanced off-policy RL algorithms
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exploit explore

[Chen et al., 2017] Chen, R.Y., Sidor, S., Abbeel, P. and Schulman, J., UCB exploration via Q-ensembles. arXiv preprint arXiv:1706.01502, 2017.

https://arxiv.org/abs/1706.01502
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[SUNRISE + Rainbow on Atari] [SUNRISE + SAC on OpenAI Gym]



Experimental Results

1. Consistently improve the 
performance of previous off-policy 
RL methods
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[SUNRISE + Rainbow on Atari] [SUNRISE + SAC on OpenAI Gym]



Experimental Results

1. Consistently improve the 
performance of previous off-policy 
RL methods

2. Outperform previous SOTA 
model-based RL methods
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[SUNRISE + Rainbow on Atari] [SUNRISE + SAC on OpenAI Gym]



Conclusion
● Ensembles can be used to prevent error propagation in 

Q-update 

● Several techniques can be fruitfully integrated 

● For more details, 
○ Please check out the paper: https://arxiv.org/abs/2007.04938  
○ Code: https://github.com/pokaxpoka/sunrise 
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Thank you for your 
attention!

https://arxiv.org/abs/2007.04938
https://github.com/pokaxpoka/sunrise

