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Wasserstein Barycenter

@ Aggregating information from several probability measures or histograms.
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Wasserstein Barycenter

@ Aggregating information from several probability measures or histograms.

@ 2-Wasserstein distance between measures p, v € Z25(RY):

WA(u,v) == inf / Ix = yl2dn(x,y). (1)

weN(p,v)
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Wasserstein Barycenter

@ Aggregating information from several probability measures or histograms.

@ 2-Wasserstein distance between measures p, v € Z25(RY):

W)= nf [ lx=ylPdn(xy) &

@ The Wasserstein Barycenter of m probability measures p := {,u’},e[,,,]:

inf  WB(p,w ZwW u ) (2)

vE Py (RY)
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Projection Robust Wasserstein Barycenter

@ (Paty and Cuturi, 2019) Projection Robust Wasserstein (PRW) distance:

Pi(p, v) == sup W(Projgp, Projgv). 3)
EcgGy
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Projection Robust Wasserstein Barycenter

@ (Paty and Cuturi, 2019) Projection Robust Wasserstein (PRW) distance:

Pi(p, v) == sup W(Projgp, Projgv). 3)
EcgGy

@ Projection Robust Wasserstein Barycenter:

m
inf w’Pf u’, v
vE PH(RI) ; ( )

” (4)

= inf W' sup |nf / U (x' — dr'(x,
VG@Q(R‘{) /2:; UpeSt(d,k) ™ /en || 4 -y)” ( }/)

An inf-sup-inf problem.
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A Relaxed Model

@ Two relaxations:

o Use a common projector Projg(-) for all PRW distances.
e Switch the order of sup and the first inf.
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A Relaxed Model

@ Two relaxations:
o Use a common projector Projg(-) for all PRW distances.
e Switch the order of sup and the first inf.
@ Relaxed PRWB
su inf W' W?(Proj Projgv
sup _inf Rd)z (Projgu', Projgv)
(5)
= sup inf Zw inf / |UT(x" = y)|Pdr'(x, y).

U€eSt(d,k) Ve P5(RY) wlen(u!,v)
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A Relaxed Model

@ Two relaxations:

o Use a common projector Projg(-) for all PRW distances.
e Switch the order of sup and the first inf.

@ Relaxed PRWB

su inf W' W?(Proj Projrv
sup _inf Rd)z (Projgu', Projgv)

(5)
= sup inf w inf / U'(x' -y 2dr! Xl,y .
UESt(d, k) vE P2(RY) Z wlen(u!,v) v )l ( )
@ Entropy regularized model:
max min f,(m, U) —Zw Zm,IIU X = y)|I* = nH(x). (6)

ij=1
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Two Algorithms

@ RGA-IBP

o Algorithm update:
e Solve f,(U) = ming f(m, U);
o U1 := Retry, (rgrad £,(Uy))

o Convergence rate: O(mn?de=* + mn?¢~10)
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Two Algorithms

@ RGA-IBP

o Algorithm update:
e Solve f,(U) = ming f(m, U);
o U1 := Retry, (rgrad £,(Uy))

o Convergence rate: O(mn?de=* + mn?¢~10)

@ RBCD

o Derive the dual: min,, ,cgmx<n e g(Us v, U) :=
)i w'v'=0
-2 W {Zﬁjzl exp (_M +uf+ le) - <UI,PI>}

e Algorithm update:

o u;1 = argmin, g(u, v, U);

® Vip1 = argmingswm g g(Uey1,v, Us);

o Upi1 = Retry, (—7gradyg(Uei1, Vera, Ur));
o Convergence rate: O (mn*de™3) .
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Projected Discrete Distribution Clustering

— Ozclustering  — P2 clustering 025 0z — 02 clustering P02 clustering
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Figure: AMI scores for each iteration. Left: the “Reuters Subset” dataset,
Middle: the "BBCsport Abstract” dataset, Right: the “BBCnews Abstract”
dataset. The results are averaged on 5 runs.
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