
Andres Potapzynski *,  Luhuan Wu *, Dan Biderman *, Geoff Pleiss, John Cunningham

Bias-Free Scalable Gaussian Processes via 
Randomized Truncations



Conjugate 
Gradients (CG)


K−1y ≈
J

∑
j=1

γjdj

Gaussian Process hyperparameter learning

Cunningham et al., 2008, Cutajar et al., 2016,  

Gardner, Pleiss et al., 2018

argmin θ

scalable approximations

K−1y =
N

∑
j=1

γjdj

savings: 

early stopping at 

iteration J ≪ N

Rahimi and Recht (2008)


K ≈
∞

∑
j=1

ϕjϕ⊤
j

Random Fourier 
Features (RFF)


K−1
θ y

Loss = fitting errormodel complexity +

log det(Kθ)

K ≈
J

∑
j=1

ϕjϕ⊤
j

savings: 

using  


Fourier features
J ≪ N

Kθ : N × N



Random Fourier 
Features (RFF)


K ≈
J

∑
j=1

ϕjϕ⊤
j

Conjugate 
Gradients (CG)


K−1y ≈
J

∑
j=1

γjdj

Cunningham et al., 2008, Cutajar et al., 2016,  

Gardner, Pleiss et al., 2018

scalable approximations

savings: 

early stopping at 

iteration J ≪ N

Rahimi and Recht (2008)


Loss = fitting errormodel complexity +

How do early-truncation procedures affect GP learning?

computation  VS  bias

savings: 

using  


Fourier features
J ≪ N



Thm 1: CG underfits the data 

Loss = fitting errormodel complexity +

Conjugate Gradients (CG)


Fitting Error
Model Complexity




Thm 1: CG underfits the data 

Loss = fitting errormodel complexity +

Conjugate Gradients (CG)


Fitting Error
Model Complexity


overestimation underestimation



Thm 2: RFF overfits the data

Loss = fitting errormodel complexity +

Random Fourier Features (RFF)


Fitting Error
Model Complexity




Thm 2: RFF overfits the data

Loss = fitting errormodel complexity +

Random Fourier Features (RFF)


Fitting Error
Model Complexity


overestimationunderestimation



Our method: Bias elimination via randomized truncation
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Our method: Bias elimination via randomized truncation



RR-CG achieves superior loss values

state-of-the-art performance on large-scale datasets with  computation𝒪(N2)



SS-RFF achieves superior loss values

slow convergence on large-scale datasets due to auxiliary variance



What did we discover?

https://github.com/cunningham-lab/RTGPS 

proving systematic 

biases in scalable GPs 

novel method to 

eliminate the biases via 

randomized truncations


