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Multi-Dimensional Classification

Traditional Multi-class classification

Multi-Dimensional Classification (MDC)

 Multiple class 

variables

 Only one class 

variable

instance …… ……
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The Problem

Existing works: learn the predictive model in the original 
output space for MDC where the dependencies among class 
variables are considered.
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 Multiple class 

variables

Our work: make a first attempt to learn the predictive model 
in its transformed label space for MDC.
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Outline

◼ Introduction

◼ The proposed SLEM Approach

◼ Experiments

❑ Experimental setup

❑ Experimental results

◼ Conclusion
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Multi-Class Classification (MCC)

object

Input Space

represented by a single instance characterizing its properties

Output Space

associated with a single class variable characterizing its semantics

instance …… ……

the only class variable

Only one label in the single class space is 

relevant.
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Multi-Label Classification (MLC)

object

Input Space

represented by a single instance characterizing its properties

Output Space

associated with a single class variable characterizing its semantics

Multiple labels in the single class space are 

relevant.

…instance … …

the only class variable
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Multi-Label Classification (MLC)

object

Input Space

represented by a single instance characterizing its properties

Output Space

associated with a single class variable characterizing its semantics

Multiple labels in the single class space are 

relevant.

…instance … …

the only class variable

Both MCC and MLC assume one 
single homogeneous class space. 
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Multi-Dimensional Classification

object

Multiple labels are relevant with each of 

them from one heterogeneous class space.
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What’s More…

instance

……

……

1st label

jth label

qth label

-1 +1

-1 +1

-1 +1

Mathematical view of multi-label classification: 

MLC’s output space can be 

regarded as multiple 

binary class variables 

similar to MDC.  But 

conceptually, they are all 

in the same class space.

Key difference between MDC and MLC

MDC usually assumes heterogeneous semantic spaces

MLC usually assumes homogeneous semantic space 
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MDC Examples

Dim. 1: Genre
rock, popular, 
classical, etc.

Dim. 2: Instrument

Dim. 3: Language

piano, violin, guitar, 
etc.

English, Chinese, 
Spanish, etc.

Dim. 1: Topic

Dim. 2: Mood

Dim. 3: Zone

sports, politics, social, 
Sci&Tech, etc.

good news, neutral 
news,  bad news

domestic, intra-
/inter-continental

A piece of music

A news document
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MDC Examples

Dim. 1: Genre
rock, popular, 
classical, etc.

Dim. 2: Instrument

Dim. 3: Language

piano, violin, guitar, 
etc.

English, Chinese, 
Spanish, etc.

Dim. 1: Topic

Dim. 2: Mood

Dim. 3: Zone

sports, politics, social, 
Sci&Tech, etc.

good news, neutral 
news,  bad news

domestic, intra-
/inter-continental

A piece of music

A news document

Widely exist in real-world applications

 Bioinformatics [Read et al., TKDE14] [Fernandez-Gonzalez et al., ICML 

Workshop’15] [Bolt et al., IJAR17][Benjumeda et al., IJAR18]

 Computer vision [Ma et al., Neurocomputing18]

 Other areas [Tekinerdogan, SoSE’19] [Verma et al. Sci Total Environ21]

 Text classification [ Ortigosa-Hernandez et al., Neurocomputing12] 

[Serafino et al., LNAI15] [Tu et al., ACM TIST17]

 Resource allocation [Muktadir et al., IEICE TIS19]
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 Specifying chaining order over class variables [Zaragoza et al., 

IJCAI’11; Read et al., Pattern Recognition14]

 Partitioning class variables into groups [Read et al., TKDE14]

 Assuming DAG structure over class variables [Bolt & van der 

Gaag, IJAR17; Benjumeda et al., IJAR18; Gil-Begue et al., Artif. Intell. Rev.21]

Other specifically designed approaches:

Intuitive strategies:

Existing Approaches

 Binary Relevance (BR): training an independent multi-class 
classifier w.r.t. each class space

 Class Powerset (CP): training a single multi-class classifier 
by conducting powset transformation
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 Specifying chaining order over class variables [Zaragoza et al., 

IJCAI’11; Read et al., Pattern Recognition14]

 Partitioning class variables into groups [Read et al., TKDE14]

 Assuming DAG structure over class variables [Bolt & van der 

Gaag, IJAR17; Benjumeda et al., IJAR18; Gil-Begue et al., Artif. Intell. Rev.21]

Other specifically designed approaches:

Intuitive strategies:

Existing Approaches

 Binary Relevance (BR): training an independent multi-class 
classifier w.r.t. each class space

 Class Powerset (CP): training a single multi-class classifier 
by conducting powset transformationin the original output space !!!

Why not in the trans-
formed output space? 
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Outline

◼ Introduction

◼ The proposed SLEM Approach

◼ Experiments

❑ Experimental setup

❑ Experimental results

◼ Conclusion
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Formal Definition of MDC

Settings

Inputs

Outputs

multi-dimensional classifierf :

: output space which corresponds to the
Cartesian product of q class spaces (dim.)

: training data set, where

: d-dimensional input (feature) space
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Formal Definition of MDC

Settings

Inputs

Outputs

multi-dimensional classifier

: d-dimensional input (feature) space

: output space which corresponds to the
Cartesian product of q class spaces (dim.)

: training data set, where

General MDC approaches
Induce the MDC model in the original output space 

Our SLEM approach
Induce the MDC model in the transformed output space 

f :



Bin-Bin Jia, Min-Ling Zhang. ICML’21, Virtual Event

The SLEM Approach (1/8)
encoding training decoding

SLEM works in an encoding-training-decoding framework: 

 In encoding phase, the categorical class vector yi is trans-
formed into a real-valued label vector zi.

 In training phase, a multi-output regression model h(·) is 

induced in the encoded label space.
 In decoding phase, the predicted class vector ŷ for unseen 

instance x is determined by conducting inverse operations 
in encoding phase based on h(x).
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The SLEM Approach (2/8)

 Pairwise grouping:
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The SLEM Approach (3/8)

 One-hot conversion:
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The SLEM Approach (4/8)

 Sparse linear encoding:
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The SLEM Approach (5/8)

 Training:
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The SLEM Approach (5/8)

 Training:

regularizer Square loss Facilitate sparse reconstruction
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The SLEM Approach (6/8)

 Testing:
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The SLEM Approach (7/8)

 Inverse of sparse label encoding
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The SLEM Approach (7/8)

 Inverse of sparse label encoding
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The SLEM Approach (8/8)

 Inverse of one-hot conversion
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The SLEM Approach (8/8)

 Inverse of one-hot conversion

 Inverse of pairwise grouping
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Outline

◼ Introduction

◼ The proposed SLEM Approach

◼ Experiments

❑ Experimental setup

❑ Experimental results

◼ Conclusion
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Experimental Setup

Experimental data sets 
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Experimental Setup

Evaluation Metrics

Testing set:

For each MDC test example 

Predicted class vector: 

Hamming Score:

Exact Match:

Sub-Exact Match:
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Experimental Setup

Compared Algorithms

BR: Learn q independent multi-class classifier, one per dimension

CP: Learn a single multi-class classifier via powerset transformation

BCC: Learn q chain-structured multi-class classifiers, one per dimension

ESC: Group the class variables into groups

gMML: Learn a regressor for each class label as well as a Mahalanobis

distance metric to train all regressor in a joint manner

Experimental Protocol

Ten-fold cross-validation + Pairwise t-test
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Experimental Results
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Further Analysis (1/2)

SLEM:

DeV1:

DeV2:
…
…

Omit pairwise grouping

Deal with each local 
group independently
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Further Analysis (2/2)
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Outline

◼ Introduction

◼ The proposed SLEM Approach

◼ Experiments

❑ Experimental setup

❑ Experimental results
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Conclusion

 Different from most existing MDC approaches, we propose 

a first attempt towards learning predictive models in the 

transformed label space instead of the original one.

We design a novel MDC approach named SLEM which 

works in an encoding-training-decoding framework by 

utilizing the sparse property of the transformed label space.

 Experimental results clearly validate the superiority of 

SLEM against state-of-the-art MDC approaches.
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Thanks !

http://palm.seu.edu.cn/zhangml/files/SLEM.rar

Email: jiabb@seu.edu.cn 


