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Motivation 

 Lifelong/continual ML aims to continually learn, maintain, and 
reuse knowledge across multiple, consecutive tasks 
 

 Previous work has mainly focused on: 
 Architecture (what / how to transfer) 

 Task relationships (when to transfer) 

 

 Less attention has been given to the granularity of knowledge 
to transfer (where to transfer) 

 Branching task models in a tree structure 

 Introducing a new learning module per layer between tasks 
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Motivation 

 A simple experiment: evaluation of different architectures 
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The optimal transfer configuration varies according to  
both the architecture and the task relationships 
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The optimal transfer configuration varies according to  
both the architecture and the task relationships 



Lifelong Architecture Search 

 Difficulties of lifelong architecture search: 
 Size of search space (T∙2d configurations for d-layer network and T tasks) 

 Dependency on the training of network parameters 

 

Example of an alternating transfer configuration for 
three different learning architectures 
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LASEM 

 Lifelong Architecture Search via EM algorithm 
 For each new task, initialize transfer-based parameters          and 

      task-specific parameters          for layers  
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LASEM 

 Lifelong Architecture Search via EM algorithm 
 For each new task, initialize transfer-based parameters          and 

      task-specific parameters          for layers  
 

 (E-step) Estimate posterior probability of transfer configurations 

 prior of configuration  
 

 posterior 
 

 (M-step) Update parameters based on the posterior of configurations 
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Evaluation: Peak Per-task Accuracy 
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LASEM performs toward the upper range  
of static transfer configurations 



Evaluation: Brute-force Search 
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LASEM achieves performance of brute-force search 5x – 10x faster 



Evaluation: Catastrophic Forgetting 
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LASEM forgets previous tasks less due to task-specific transfer 



Evaluation: Selective Transfer Algos. 
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LASEM achieves high accuracy and low forgetting in comparable time 



Evaluation: Scalability 
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Group-based LASEM supports deeper nets & longer lifelong scenarios 
 



Summary of Contributions 

 Investigated the importance of selective layer transfer 
 

 Proposed an EM-based lifelong architecture search algorithm 
 Near-optimal peak per-task accuracy 

 Reduced catastrophic forgetting 

 Enhanced computational efficiency (time/memory) 

 Scalable to deeper architectures and more tasks 
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Evaluation: Prob. of Selection 
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Multi-task CNN Tensor Factorization DF-CNN 
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