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Training “Deep” GNNs

Skip
 Connectio

n

Normalization & 
Regularization

Efficient Propagation

JKNet (Xu et al., 2018), DeepGCNs (Li et al., 2019; 2020), 
Aff-GCN (Gong et al., 2020), GCNII (Chen et al., 2020),  
Implicit Acceleration (Xu et al., 2021) 

DropEdge (Rong et al., 2020), DropConnect (Hasanzadeh et al., 
2020), PairNorm (Zhao & Akoglu, 2019), WeightNorm (Oono 
& Suzuki, 2019), DiffGroupNorm (Zhou et al., 2020), 
GraphNorm (Cai et al., 2020)

SGC (Wu et al., 2019), APPNP (Klicpera et al., 2019), 
PPRGo (Bojchevski et al., 2020), DAGNN (Liu et al., 2020), 
SIGN (Frasca et al., 2020)

, GNN1000 (This work)



Memory complexity of training GNNs

Full batch:  O(LND) 

L - number of layers
N - number of nodes 
D - number of features 
(assume D is the same 
for all the layers)

- How can we reduce memory 
complexity?

Cluster-GCN: O(LND) - > O(LBD)

B - number of nodes in subgraphs, B<N

Mini-batch: 

Chiang, Wei-Lin, et al. "Cluster-GCN: An efficient algorithm for training deep and large graph convolutional networks." SIGKDD. 2019.

This work: 

O(LND) - > O(ND)

- Can we reduce the memory 
complexity in the L dimension?



Related work

DNN: O(L)

Reversible CNN / DEQ: O(1)

*only consider the L dimension



Memory Efficient GNNs

Do not need to store the 
intermediate node features.

O(LND) - > O(ND)

Forward:
       

Inverse:

Reversible GNN:

DEQ-GNN:
       

Weight-tied Reversible GNN:
        



Results: Summary

Fig. Performance versus GPU memory consumption on 
the ogbn-proteins dataset for 112 layer deep networks.

1. Regular GNNs quickly run 
out of memory.

2. We can train huge 
overparameterized 
RevGNNs on a single 
GPU and achieve the 
best performance. 

3. We can train smaller 
GNNs with weight-tying 
or DEQ and still reach 
promising results 



Results: Complexity Analysis



Results: Constant Memory with RevGNN

Train 1001-layer 
GNN with only 
2.86G peak GPU 
memory!

The deepest GNN 
by one order of 
magnitude.



Results: SOTA with RevGNN (ogbn-proteins)

68M parameters
(about a half of GPT)



Results: SOTA with RevGNN (ogbn-arxiv)



Ablation: Different GNN operators (ogbn-arxiv)

RevGNNs are generic and 
can be applied to different 
operators.



Ablation: Mini-batch Training (ogbn-products)

Mini-batch 
training further 
reduces the 
memory 
consumption of 
RevGNN and 
improves its 
accuracy.



Conclusion
- We study reversible connections, group convolutions, weight tying, and 

equilibrium models to advance the memory and parameter efficiency of GNNs

- We train overparameterized GNNs with reversible residual connections 
(RevGNN) which outperform SOTA models on several OGB datasets

- Implementation with PyG and DGL is available at:
https://www.deepgcns.org/arch/gnn1000

https://www.deepgcns.org/arch/gnn1000
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