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Task space
encoding PCG

Single task proposed Multiple tasks using Procedural Content Generation (PCG)

⇒ How can we design an efficient curriculum ?
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ALP-GMM (Portelas  et al., 2019)

Comparison:
- Covar-GMM (Moulin-Frier et al., 2014)

- RIAC (Baranes & Oudeyer, 2009)

Environments:

GoalGAN (Florensa  et al., 2018)

Comparison:
- RIAC (Baranes & Oudeyer, 2009)

Environments:

Setter-Solver (Racanière  et al., 2020)

Comparison:
- GoalGAN

Environments:

ADR (OpenAI et al., 2019)

Comparisons:
- /

Environments:

SPDL (Klink  et al., 2020)

Comparison:
- ALP-GMM
- GoalGAN

Environments: Maximize Learning Progress

Generate goals using Neural Networks

Shift a task distribution according to 
student’s capabilities
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Open Source release

 + Benchmark comparison

 + Baselines release

+ Our  (well-documented) full platform

 + Simple APIs to extend it

+ Jupyter notebooks to reproduce figures

Large-scale experiments
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Thank you !
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