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Overview

Problem
Noise transition matrix is important in learning from noisy labels.
However, it is usually unavailable or hard to obtain.
Existing methods often depend on unreliable noisy class-posterior estimation.

Contribution
We characterized the class-conditional label corruption process.
We proposed a conceptually novel method for transition matrix estimation.

Methodology
Make probabilities more distinguishable: total variation regularization
Capture uncertainties during training: Dirichlet posterior update

2 / 24



Outline

1 Overview

2 Background

3 Motivation

4 Method

5 Experiments

6 Conclusion

3 / 24



Learning from Noisy Labels
Notation
X: input features
Y : true labels
eY : noisy labels

Assumption

X Y eY

Class-conditional noise (CCN) assumes that the noisy label eY is independent of
the input feature X given the true label Y : p(eY jY;X) = p(eY jY ).

Noise transition matrix Tij = p(eY = jjY = i)
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Noise Transition Matrix

Clean Symmetric Pairwise General

Class-conditional label corruption maps the probability simplex �K�1 to a
convex hull Conv(T ) of the rows of the noise transition matrix T .

Outer black triangle: probability simplex �2

Inner colored triangle: convex hull Conv(T )
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Identifiability

Good news: if the ground-truth noise transition matrix T is known, p(Y jX) is
identifiable based on observations of p(eY jX) [Patrini et al., 2017].

Problem
Noise transition matrix is usually not available [Patrini et al., 2017].

Solution
Learn the noise transition matrix from only noisy labels.
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Anchor Points

An instance x is called an anchor point for class i if p(Y = ijX = x) = 1.

Based on anchor points, we can estimate p(eY jX) to obtain an estimate of T .

p(eY jX = x) = T Tp(Y jX = x) = Ti

Problem
Anchor points are hard to obtain [Xia et al., 2019, Yao et al., 2020].

Solution
Do not rely on a separate set of anchor points.
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Overconfidence

Data Empirical distribution
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Problem
The estimation of the noisy class-posterior could be unreliable due to the
overconfidence of deep neural networks [Guo et al., 2017, Hein et al., 2019].

Solution
Do not estimate the noisy class-posterior directly using neural networks.

8 / 24



Outline

1 Overview

2 Background

3 Motivation

4 Method

5 Experiments

6 Conclusion

9 / 24



Transition Matrix Equivalence

p( eYjX ) = bT T bp(Y jX ) = V T (U T p(Y jX ))
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If the transition matrix can be written as a product of two transition matrices,
then there could bein�nitely many wrong models due to non-identi�ability.
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Transition Matrix Decomposition

If anchor points exist in the dataset, then thecorrect model is unique and
has nice properties.

If such a condition does not hold, we do not have consistency guarantees, but
the proposed method may still work empirically.

Note that we do not need to detect anchor points from the dataset.
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