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deep metric learning



Goal: Learn distance functions over objects such that:

à Test time: simple threshold or nearest neighbors

Deep Metric Learning (DML)

Low similarity score 
(large distance)

High similarity score 
(small distance)



Deep Metric Learning (DML)
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• Dataset of N samples contains O(N!) pairs and O(N") triplets
• Vast majority is uninformative which leads slow convergence

à Special sampling techniques required



In a batch of size B contrastive and triplet loss only take 
#
!

and 
!#
"

relations 
into account, while there are B! relations in a batch

Could we take the global batch structure into account?

Training with contrastive and triplet loss



Our approach…

…utilizes a message pasisng network

…exchange contextual information

… take the global structure into account

Our approach



Shared   weights

CE

CNN

CNN

CNN

FC layer

1. Feature initialization 
using a backbone CNN
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2. Create graph and let 
samples communicate

1. Feature initialization 
using a backbone CNN
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1. Feature initialization 
using a backbone CNN

3. Optimize CNN and 
MPN end-to-end 
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2. Create graph and let 
samples communicate



Information propagation across 
the graph for several iterations

Graph with updated context-
aware node feature vector(s)

Graph with node 
feature vectors

Message Passing Networks
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Optimization and Inference

Optimization:
• We optimize backbone CNN and MPN in an end-to-end fashion
• We can apply cross-entropy loss on updated node feature vectors

Inference:
• As we optimize in end-to-end fashion we can use backbone CNN 

during inference

We do not add any complexity at test time!



Results
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Results

Cars196

CUB-200-2011

In-Shop

Stanford Online Products

Correct class Incorrect class

• State-of-the-art results on 4 public datasets



Results

• Clustering performance on CUB-200-2011



Want to know more?

Jenny
Seidenschwarz

Ismail 
Elezi

Laura 
Leal-Taixé

https://dvl.in.tum.de


