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Decision trees suffer from adversarial examples

80% accurate

0% accurate against attacks

Similar example by Chen et al. (2019) ‘Robust Decision Trees Against Adversarial Examples’



We aim to fit trees using robust splits

Similar example by Chen et al. (2019) ‘Robust Decision Trees Against Adversarial Examples’

70% accurate

70% accurate against attacks



Robust tree learning is slow



Regular trees use the Gini impurity

Gini = = 0.44 Gini = = 0.38

score: 0.42



Robust trees use the maximum Gini impurity

score: 0.48 score: 0.42 score: 0.48 score: 0.5



GROOT, a fast algorithm for growing robust trees

- Max. Gini impurity takes time

- Concave function

↪ Analytical solution



Scoring with the adversarial Gini impurity
Gini impurity
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GROOT is nearly as fast as regular decision trees



GROOT scores as well as state of the art



Summary

- Robust methods effective but slow

- GROOT splits efficiently

- 2-6 orders of magnitude speedup

- Competitive scores



Find GROOT on GitHub


