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Calibration is a property of validity for probabilistic predictions

• Binary classification 𝑌 ∈ 0,1 , predictor 𝑓:𝒳 → [0,1]

• Calibration [mid 1900s meteorology literature, Dawid 1982]
𝑃 𝑌 = 1 𝑓 𝑋 = 𝑓 𝑋

• Meteorology: If the predicted chance of rain is 
𝑓 𝐷𝑎𝑦,𝐻𝑢𝑚𝑖𝑑𝑖𝑡𝑦,𝑊𝑖𝑛𝑑,… = 0.7 on 10 days, then it rains on 7 days

• ML classification: If the predicted probability of class 1 is 0.7 on 10 test points, 
then 7 of them actually belong to class 1

Goal: 𝑃 𝑌 = 1 𝑓 𝑋 ≈ 𝑓 𝑋 without any distributional assumptions
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… . . . . . . . . . . … . . … . . .

Histogram binning is a popular post-hoc calibration method

any pre-trained classifier 𝑔: 𝒳 → 0, 1

𝑔(𝑋!) values on fresh 
calibration data

𝑔 𝑥
Predict 𝑓 𝑥 = 4/6

… . . . . . . . . . . … . . … . . .0 1

2

(ICML 2001)

+       = Double dipping



We show tight calibration guarantees (such as high prob bounds 
on ECE) for histogram binning without sample splitting and 
without any distributional assumptions, using an elegant and 
powerful Markov property of order statistics
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• Suppose 𝑄 is absolutely continuous wrt the Lebesgue measure and 
𝑍", 𝑍#, 𝑍$∼ 𝑄
𝑍("), 𝑍(#), 𝑍($) are the order statistics

• 𝑍", 𝑍#, 𝑍$ independent, but 𝑍("), 𝑍(#), 𝑍($) dependent

• However,
𝑍($) ⊥ 𝑍(") ∣ 𝑍(#) (!)

• A first course in order statistics [SIAM, 2008]



What if I don’t care about theoretical guarantees? 

• Based on the theory, we discuss how to choose the number of bins properly

• These principled choices lead to state-of-the-art performance on some deep 
learning problems: upcoming work being presented at ICML ‘21 workshops on 
Uncertainties in Deep Learning (Jul 23, pending acceptance) and Distribution-Free 
Uncertainty Quantification (Jul 24, spotlight talk)

• Easy-to-use code!      https://github.com/aigen/df-posthoc-calibration
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https://github.com/aigen/df-posthoc-calibration
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