
Finding Relevant Information via a Discrete 
Fourier Expansion

Mohsen Heidari Jithin Sreedharan Gil Shamir Wojciech Szpankowski

ICML 2021



Motivation

• High-dimensional datasets with many “redundant” or “irrelevant” features.
• Linear relations are easy to identify

• Linearly redundant features 

𝑋𝑖 = 𝑎0 + 𝑎1𝑋𝑗1 + 𝑎2𝑋𝑗2 , +⋯+ 𝑎𝑘𝑋𝑗𝑘
• Non-linear structures:

• 𝑋𝑖 = 𝑔 𝑋𝑗1 , 𝑋𝑗2 , … , 𝑋𝑗𝑘
• How to capture multi-variate and non-linear relations?

• Kernel-based approach:
• Computationally expensive.

• Information-theoretic measures: 
• High sample complexity.

This work:
✓ Fourie-based approach
✓ Feature Selection
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Key Ideas

Standard Fourier on the Boolean Cube:

Any bounded g: +1,−1 𝑑 → ℝ is uniquely 
written as:

𝑔 𝒙 = ෍

𝒮⊆ 𝒅

g𝒮 𝝌𝒮(𝒙)

Fourier Coefficients: 

g𝒮 =
1

2𝑑
෍

𝑥

𝑔 𝒙 𝝌𝒮(𝒙)

Monomials: 

𝝌𝒮 = ς𝑗∈𝒮 𝑥𝑗

Restrictions: 
• Uniform or product 

probability distributions.

• →Independent features. 

𝑔 𝒙 = ෍

𝒮∈𝒯

𝑔𝒮 𝜓𝒮(𝒙)

This Work: Correlated Fourier Expansion

Orthogonalized 

Parities

𝑔𝒮 = 𝔼𝐷 𝑔 𝑿 𝜓𝒮 𝑿

• Arbitrary distribution 𝑿𝑑 , 𝑌 ∼ 𝐷

non-redundant features

Unsupervised FS

Orthogonalization 

Algorithm

Supervised FS

Estimate ො𝑔𝒮
SFFS Algorithm
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Orthogonalization

Gram-Schmidt-Type Orthogonalization:

• Ordering the subsets of {1,2, … , 𝑑}

• Orthogonalization w.r.t 𝐷

• Nonlinear redundancy measure: 

Implementation:
Step 1: Fixed-depth Search

Only feature subsets of size at most 𝑡 (say 𝑡 = 2):

Step 2: Empirical Orthogonalization

• Matrix of empirical correlation coeffects: 

B =
cov Xi,Xj

𝜎𝑖𝜎𝑗 i,j∈ 𝑑

• Recursive formula: 

෨𝜓 𝑖 2

2
≈ 𝑏𝑖,𝑖 +෍

𝑗<𝑖

𝑎𝑗,𝑖
2

𝑎𝑗,𝑖 =
1

𝑏𝑗,𝑗 − σ𝑟<𝑗 𝑎𝑟,𝑗
2

𝑏𝑗,𝑖 −෍

ℓ<𝑗

𝑎ℓ,𝑗𝑎ℓ,𝑖

∅, 1 , 2 , 1,2 , 3 , 1,3 , 2,3 , , 4 , 1,4 , …

∅, 1 , 2 , 1,2 , 3 , 1,3 , 2,3 , 1,2,3 ,… , {1,2, … , 𝑑}
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Representation in the Fourier Domain

• The Bayes predictor of 𝑌 from a feature subset 𝒥 is ො𝑦 = sign[𝑓⊆𝒥 𝒙 ], where 

𝑓⊆𝒥 𝒙 = ෍

𝓢⊆𝓙

𝛼𝒮 𝜓𝒮 𝒙 , 𝛼𝒮= 𝔼𝐷 𝑌𝜓𝑆 𝑋

• Minimum loss when selecting 𝑘 features:

• Optimal feature subset:  

𝒥∗ = 𝑎𝑟𝑔𝑚𝑎𝑥
𝒥: 𝒥 =𝑘

𝑓⊆𝒥
1,𝐷

𝐿opt 𝑘 =
1

2
−
1

2
𝑚𝑎𝑥
𝒥: 𝒥 =𝑘

𝑓⊆𝒥
1,𝐷

Fourier for Stochastic label 𝑌

𝑿𝑑 , 𝑌 ∼ 𝐷,

• Binary classification with 0-1 loss:

Theorem (Fourier Characterization)

measure for nonlinear relevancy

➔Estimation from samples.
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Measure for Feature Selection

• Empirical Fourier Expansion to estimate 

• Orthogonalization Process → ෠𝜓𝒮 𝒙

• Fourier Coefficients: ො𝛼𝒮 =
1

𝑛
σ𝑖 𝑦 𝑖 ෠𝜓𝒮 𝒙 𝒊

• Relevancy Measure:  

𝑀𝑛 𝒥 =
1

𝑛 − 1
෍

𝑖=1

𝑛

෍

𝒮⊆𝒥

ො𝛼𝒮 ෠𝜓𝒮 𝒙𝑖 −
1

𝑛
𝑦𝑖 ෠𝜓𝒮 𝒙𝑖

2

unbiasing
If መ𝒥𝑛 = argmin𝒥Mn 𝒥 , then 

𝐿𝐷 መ𝒥𝑛 ≤ 𝐿𝐷 𝒥∗ +
𝜆 𝑘

𝑛
log

𝑑

𝛿
+ 𝑂 𝑛−𝛾

with probability (1 − 𝛿), where 𝜆 𝑘 = 𝑂 𝑘22𝑘 , 𝛾 ≈ 1/2.

Theorem (Consistency of the measure)

𝑓⊆𝒥
1,𝐷
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Numerical Experiments:

Table I: Orthogonalization Output. 

Table II: Running Times (in sec). 
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