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What is preserved in (pre-softmax) outputs of neural nets?

● The field was overdue to revisit this question with:
○ Modern classifiers
○ Better methods for Image synthesis
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● We show:
○ Surprising fidelity in reconstruction
○ Information preserved in logits depends on optimization method and 

architecture
○ Robust models contain information in the logits which supports better 

reconstructions of both shapes and textures relative to standard models
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Invariances: Constant Logit, Varying GAN Noise Input



And More!

● Manipulating logits with scales/shifts/perturbations
● Logit interpolations between images
● Reconstructions of adversarially attacked images
● Reconstructions of incorrectly classified images
● Reconstructions of OOD data
● Find the paper here: https://arxiv.org/abs/2103.07470

Thank you!
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