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Background 

• Contrastive learning achieved great success to learn powerful visual 
representation

• How would contrastive learning perform on uncontrolled real-world 
data with long tail distribution?
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Observation 

• Short answer: Contrastive Learning is not immune to long tail 
distribution.

• The long tail distribution would make contrastive learning biased to 
major classes, especially for few-shot downstream tasks.
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How to resolve

• Challenge: the absence of class information.

• The traditional strategies like re-sampling and re-balancing cannot be 
straightforwardly made to work here.

• We need to find tail class first.



The blessing from PIE samples

• Pruning Identified Exemplars (PIEs) are images where there is a high level 
of disagreement between the predictions of pruned and non-pruned 
models. PIEs can be thought as images that are forgotten after pruning.

• They are high likely to be rare and atypical samples, which probably comes 
from tail class. [1]

[1] Hooker, Sara, et al. "What Do Compressed Deep Neural Networks Forget?." arXiv preprint arXiv:1911.05248 (2019). 



Framework



Experiment

• Linear separability performance



Experiment

• Few-shot performance
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Thank you for listening


