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Overview
Accuracy Disparity Problem Exists in Regression Models:

Error gaps 
between different 
demographic 
groups are too 
large!

Figure 1: The above table is taken from (Buolamwini and Gebru, 2018)

Questions:

� How does the accuracy disparity problem arise in re-

gression?

� Are there any algorithmic interventions to reduce

the disparity gap between different demographic sub-

groups in the regression setting?

Preliminaries
� Error Gap: ∆Err := |ErrD0 − ErrD1 |.
� ∆Err = 0 implies accuracy parity.

� Dy
a : the conditional distribution of D given A = a and Y = y .
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Main Results
Error Decomposition Theorem

Boundedness Assumption: There exists M > 0, such that for any

hypothesis H 3 h : X → Y , ‖h‖∞ ≤ M and |Y | ≤ M.

Theorem: If the above boundedness assumption holds, then for ∀h ∈ H,

let Ŷ = h(X ), the following inequality holds:

∆Err(h) ≤ 8M2 dTV(D0(Y ), D1(Y ))︸ ︷︷ ︸
TV distance between label distributions across groups

+ 3M min{ED0 [|EDy
0
[Ŷ ] − EDy

1
[Ŷ ]|], ED1 [|EDy

0
[Ŷ ] − EDy

1
[Ŷ ]|]}︸ ︷︷ ︸

discrepancy between conditional predicted distributions across groups

.

Implication:

� If the label distributions are highly imbalanced across groups, then

the error gap could be potentially large.

� If we can minimize the second term on the right side, we then have

amodel that is free of accuracy disparitywhen the label distribution

is well aligned.

Algorithmic Interventions

� Given a Markov chain X g−→ Z h−→ Ŷ , we learn group-invariant

joint representations between D0(Z = g(X ), Y ) and D1(Z =
g(X ), Y ) via adversarial representation learning using a discrimi-

nator.

� We prove that the equilibria of the objective functions below are

attained when the distances between conditional predicted distri-

butions DY
0 (Z = g(X )) and DY

1 (Z = g(X )) are minimized.

min
h,g

max
f ∈F

MSED(h(g(X)), Y ) − λ · CED(A ‖ f (g(X), Y )) (1)

min
h,g ,Z0∼g]D0,Z1∼g]D1

max
f :‖f ‖L≤1

MSED(h(g(X)), Y )

+ λ ·
∣∣f (Z0, Y ) − f (Z1, Y )

∣∣. (2)

Experiments
� Datasets: (1) Adult, (2) COMPAS, (3) Communities and Crime, (4)

Law School, and (5) Medical Insurance Cost.

� Baselines: (1) Bounded group loss (BGL) (Agarwal et al., 2019), (2)

Coefficient of determination (CoD) (Komiyama et al., 2018).
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Figure 2: Overall results: R2 regression scores and error gaps of different

methods in five datasets. Results shown from left to right, top to bottom

are from Adult, COMPAS, Crime, Law School, and Insurance datasets.

Conclusion: Trade-offs between regression performance and accuracy

parity exist in all datasets. Our proposedmethods achieve the best trade-

offs in Adult, COMPAS, Crime and Insurance datasets.
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