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Duan et al. ’17, Mishra ’18, James ’18, Dasari ’20)

1. Cross-demonstration attention. Process multiple demonstrations jointly. 

2. Axial attention. Attend to one dimension of the input at a time (Ho et al. ’18).

Reduces time and memory from 𝑂 𝑇2𝑛2 to 𝑂 𝑇𝑛 𝑇 + 𝑛 for 𝑛 time series of length 𝑇
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Why does DCLR outperform DCBC?

Present the same demonstrations to each agent

DEMONSTRATIONS



easy to slip



Why does DCLR outperform DCBC? DCBC FAILURE



Why does DCLR outperform DCBC? DCRL RECOVERY

SUCCESS
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# demo's 1 5 1 5

Sawyer 51% 51% 316 323

AMBIDEX 45% 48% 308 329
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