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What is Tensor?
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Vector Matrix Tensor

Capture higher order interactions inside the data

Color images

Remote sensing data

Spatiotemporal recommendation

where to eat: (user, location, action)

Examples of 3-order tensors
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Why needs Tensor Completion?
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Color images

Remote sensing data

Spatiotemporal recommendation

where to eat: (user, location, action)

Image inpainting Missing super-pixel / bands Predict unknown triplet

Tensor completion: predict missing entries in the tensor

On 2-order tensor: reduce to matrix completion
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How? - Overlapped nuclear norm
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Nuclear norm 𝐗 ∗ [Candes & Recht, 2009]

• Summation of all singular values of a matrix

• convex envelope of the matrix rank function

Tensor: overlapped nuclear norm [Tomioka et al., 2010]

• 𝓧 𝑚 unfold tensor along with mth mode

• encourage all unfolded matrix to be low-rank

𝓧 1

𝓧 2

𝓧 3

unfolding operations

folding is the inverse of unfolding



Copyright ©2018 4Paradigm All Rights Reserved.

Tensor Completion with Overlapped Nuclear Norm [Tomioka et al., 2010]
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Squared loss on 

observed entries
Overlapped nuclear norm

• Redundancy and correlations → low-rank approach is a power method in tensor completion

• Overlapped nuclear norm is a sound approach with statistical and convergence guarantee (compared with 

other tensor low-rank approaches [Tomioka et al., 2011; Liu et al., 2013; Guo et al., 2017])

However, two critical limitations

1. Inferior empirical performance

• nuclear norm over penalize singular values

2. Expensive optimization

• full tensor needs to be maintained due to 

folding / unfolding operations
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Proposed NORT: Nonconvex regularized tensor completion
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Our contributions, propose NORT algorithm

1. Improve the performance of overlapped nuclear norm

• Extend nonconvex regularization with overlapped nuclear norm

2. Speedup optimization with structure aware proximal iterations

• Cheap iteration: propose a special way to do matrix multiplication without tensor folding/unfolding

• Fast convergence: enhance proximal average with adaptive momentum
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Improve Performance: nonconvex regularization
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whereObjective:

Nonconvex regularization

Less penalize large singular values, which are 

more informative
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Speedup optimization: Structure-aware proximal iterations
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Proximal average algorithm [Bauschke et al., 2008; Yu, 2013]

maintain low-rank factorization

sparse plus low-rank structure

proximal step with nonconvex 

regularization

utilize sparse plus low-rank structure to efficient 

compute proximal step (Proposition 3.2)

matrix multiplications

No folding/unfolding: fast and need less memoryNeeds folding/unfolding: full tensor computation
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• tensor size: 𝐼1 × 𝐼2 × 𝐼3

• the speedup can be more the 100x on large tensors 

adaptive

momentum
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Experiments: synthetic data
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• GDPAN is the direct proximal average algorithm

• Nonconvex regularization offers much lower testing RMSEs

• NORT is much faster, needs much less memory and achieves much lower testing RMSEs
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Experiments: real data sets

• NORT is fast and achieves lower testing RMSEs compared with other tensor low-rank approaches

• Same observations are on experiments with remote sensing data and multi-relational data (see our paper)
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Thanks.

• Questions: yaoquanming@4paradigm.com

• Codes: available on my Github

mailto:yaoquanming@4paradigm.com

