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Deep Reinforcement Learning

https://www.popularmechanics.com/technology/a19863/googles-alphago-ai-wins-second-game-go/
https://gifer.com/en/GpAY
https://medium.com/the-mission/the-road-ahead-autonomous-vehicles-startup-ecosystem-3c91d546673d


Transfer Learning
❑Deep Reinforcement Learning is effective but fails to generalize.

Can we TRANSFER knowledge between related RL tasks?



Generalization Failures of Deep-RL
Breakout



❑The results show that fine-tuning takes as long or longer than training from scratch!

Generalization Failures of Deep-RL
Transfer Learning via Finetuning

https://www.overleaf.com/docs/16286467cyptmhgjgmxr/atts/91188639
https://www.overleaf.com/docs/16286467cyptmhgjgmxr/atts/91188638
https://www.overleaf.com/docs/16286467cyptmhgjgmxr/atts/100843574


❑Problem: finetuning fails to transfer between related tasks.

❑Our Solution: Transfer by visual mapping.

❑How?: map the input images from the target task to the source task.

Analogy-based Zero-Shot Transfer with GANs



❑Generative Adversarial Networks (GANs)

UNsupervised Image-to-Image Translation (UNIT)

https://deeplearning4j.org/generative-adversarial-network



❑We initialize the layers with the values of the trained network.

❑We run the game and translate each image from the target task to 
source task.

❑Our model accuracy is the score of the game.

Analogy-based Zero-Shot Transfer with GANs
Experiments
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Analogy-based Zero-Shot Transfer with GANs
Breakout

Our method is 100x more data efficient than training from scratch!



Road Fighter



Analogy-based Zero-Shot Transfer with GANs
Road Fighter



Analogy-based Zero-Shot Transfer with GANs
Road Fighter



❑ Our transfer method is limited by the imperfect GAN generation and 
generalization abilities.

❑ We propose to use the visual-transfer based policy as imperfect demonstrations.

❑ We combine off-policy supervised updates and on-policy RL updates to 
accelerate the training process.

❑ We apply this method on Road Fighter.

Accelerating RL with 
Imitation Learning



Road Fighter
Accelerating RL with Imitation Learning



Road Fighter
Results

Poster #185

With transfer + imitation learning, agent manages to 
complete the levels with just 20% of the needed frames.


