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Post-hoc explanations are not stable
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Reason: the network does not operate 
as the desired explanation
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We regularize the predictor     towards agreement

Functional property enforcement



$
The asymmetry leads to efficiency in optimization. 

(see the paper for more details) 

Functional property enforcement
A co-operative game:
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Empirical study
- we can measure transparency based on 

deviation between predictor and explainer.



Models trained w/ this approach yield more 
compact explanations

The explanation from 
our model

The explanation from 
a normal model



Poster: 
06:30 -- 09:00 PM @ Pacific Ballroom #64
- Details and analysis about the framework

Related work on functional transparency:
Towards Robust, Locally Linear Deep Networks, ICLR 19’


