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Current Data

Current data not only has large sample size, but also contains some
complex structures.



Problem Statement

• A finite/infinite-sum constraint problem

encoding empirical or 
expected loss for big data

encoding some complex 
structures



Contributions

In the paper,  our main contributions are summarized as follows:



IFO Complexity



Faster Stochastic ADMM (SPIDER-ADMM)



Convergence Analysis



Online SPIDER-ADMM



Experiments

1. Graph-Guided Binary Classification

datasets # samples # features # classes

a9a 32,561 123 2

w8a 64,700 300 2

ijcnn1 126,702 22 2

covtype.binary 581,012 54 2



Experiments



Experiments

2. Multi-Task Learning



Experiments

datasets # samples # features # classes

letter 15,000 16 26

sensorless 58,509 48 11

mnist 60,000 780 10

covtype 581,012 54 7
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