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• Intuition: data should be exploratory
• We show: also about MDP dynamics!
• Unrestricted dynamics cause 

exponential lower bound even with 
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