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## Optimization Theory

© Optimization is often used to find estimators in ML

- Regression, Kernel SVM, etc.
© These tools are used in practice
© Strong theoretical guarantees in polynomial time
- Karush-Kuhn-Tucker (KKT) Conditions
© How can considering optimal estimators help us understand statistical efficiency?
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(0) Linear combination $\boldsymbol{\theta}$ of kernels s.t. the resulting kernel
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k_{\Sigma}(\cdot, \cdot):=\sum_{t=1}^{m} \theta_{t} k_{t}(\cdot, \cdot)
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Classifies the dataset well
© Constraints on $\boldsymbol{\theta}$ vary among papers

- $\boldsymbol{\theta}$ may be convex combination, $0 / 1$ vector, etc.
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Then $\boldsymbol{\alpha}_{\Sigma}^{\top} \tilde{\boldsymbol{K}}_{\Sigma} \boldsymbol{\alpha}_{\Sigma} \leq 3 m^{-0.58} B^{2}$

Then:
Estimator $y\left(\mathbf{x} ; \boldsymbol{\alpha}_{\Sigma}\right)$ generalizes well

$$
O\left(\frac{B R m^{0.208} \sqrt{\ln m}}{\sqrt{n}}\right)
$$

## Conclusion

© Leverage Optimization Theory to ask and answer well-posed questions about the statistics of practical estimators.
© Leverage Optimization Theory to ask and answer well-posed questions about the statistics of practical estimators.
© Consider $\boldsymbol{\alpha}^{\top} \tilde{\boldsymbol{K}} \boldsymbol{\alpha}$ in Multiple Kernel Learning as a specific case
© Leverage Optimization Theory to ask and answer well-posed questions about the statistics of practical estimators.
© Consider $\boldsymbol{\alpha}^{\top} \tilde{\boldsymbol{K}} \boldsymbol{\alpha}$ in Multiple Kernel Learning as a specific case
© Several possible applications of this idea beyond kernels
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