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Motivation

 Applications of higher order gradients in reinforcement learning and meta-learning

 Estimating higher order gradients accurately and efficiently
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Background

 Nodes:

 Objective function:

 First Order Gradient

─ Score function estimator

 Higher Order Gradient?
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Stochastic Computation Graphs (Schulman et al., 2015)
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Background

 The magic box operator: for a set of stochastic nodes 

 DiCE objective function

 Variance Reduction: baseline term
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DiCE: The Infinitely Differentiable Monte Carlo Estimator (Foerster et al., 2018b)

?
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Baseline Construction

 First Order Baseline (from original DiCE)

 Second Order Baseline

 Higher Order Baseline
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RL Experiments
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First and Second Order Baselines
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RL Experiments
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Higher Order Baselines
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LOLA-DiCE
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Learning with Opponent Learning Awareness – DiCE (Foerster et al., 2018b) 
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Conclusion

 A baseline for efficient estimations of higher order gradients using DiCE formalism

 Examples:

─ Gradient estimations up to 4th order

─ LOLA-DiCE with 2nd order baseline

 Future work

─ Extending the framework to a base-generating term for any order gradient estimators

─ Further applications in RL and meta-learning
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Important Information
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information provided. Some statements contained in this material concerning goals, strategies, outlook or other non-historical matters may be forward-looking statements and are based 

on current indicators and expectations. These forward-looking statements speak only as of the date on which they are made, and the Company undertakes no obligation to update or 

revise any forward-looking statements. This material is proprietary information of the Company and its affiliates and may not be reproduced or otherwise disseminated in whole or in 

part without prior written consent from the Company. The Company believes the content to be accurate. However accuracy is not warranted or guaranteed. The Company does not 

assume any liability in the case of incorrectly reported or incomplete information. Unless stated otherwise all information is provided by the Company. 

Unless stated otherwise this information has been prepared by and is communicated by AHL Partners LLP which is registered in England and Wales at Riverbank House, 2 Swan Lane, 

London, EC4R 3AD.  Authorised and regulated in the UK by the Financial Conduct Authority.
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