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How to Scale Up A ConvNet?
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Compound Scaling

Step1: 
● First fix φ = 2, and find  α, β, γ with 

local search.

Step2:
● Then fix α, β, γ, and scale the 

network with different φ. 

Compound scaling improves MobileNetV1, MobileNetV2, and ResNet-50.
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EfficientNet-B0: A New Baseline Network Found by AutoML
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Simple, clean, no branches
irregularity in layer types

MBConv represents “mobile inverted bottleneck” [See MnasNet for more details]

https://arxiv.org/abs/1807.11626
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Scaling the Same Baseline EfficientNet-B0

Compound Scaling
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ImageNet Results

Hand Crafted

Previous 
AutoML

Our AutoML + 
Compound Scaling
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Transfer Learning Results
EfficientNets


