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Setting: Linear distillation

- Binary classification in 
- Linear teacher
- Student is a deep linear network

- Distillation by gradient descent
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