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- Structure of loss landscape
[Saxe et al.'14, Choromanska et al.'15, Kawaguchi'16, Keskar et al.'17]
- Wavelets and sparse coding
[Bruna-Mallat'13, Giryes et al.'16, Papyan et al.'16]
- Adversarial examples [Szegedy et al.'14, Nguyen et al.'17, Liu et al.'16, Cisse et al.'16]
- Information Bottleneck Theory
[Tishby-Zaslavsky'15, Shwartz-Tishby'17, Saxe et al.'18, Gabrié et al.'18]
$\star$ Goal: Mathematically analyze IB theory \& test 'Compression'
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- Joint Distribution: $P_{X, Y} \Longrightarrow P_{X, Y} \cdot P_{T_{1}, \ldots, T_{L} \mid X}$
- Information Plane: Evolution of $\left(I\left(X ; T_{\ell}\right), I\left(Y ; T_{\ell}\right)\right)$ during training

$$
\left[I(A ; B)=\mathrm{D}_{\mathrm{KL}}\left(P_{A, B} \| P_{A} \otimes P_{B}\right) \stackrel{\text { Discrete }}{=} \sum_{a, b} P_{A, B}(a, b) \log \frac{P_{A, B}(a, b)}{P_{A}(a) P_{B}(b)}\right]
$$
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(Deterministic) Feedforward DNN: Each layer $T_{\ell}=f_{\ell}\left(T_{\ell-1}\right)$

| $Y$ | $X$ | $T_{0}=X$ | $T_{1}$ | $T_{2}$ | $T_{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| (Label) | (Feature/lmage) | (Input Layer) | (Hidden Layer 1) | (Hidden Layer 2) | (Hidden Layer 3) |

Cat


Dog


IB Theory Claim: Training comprises 2 phases
(1) Fitting: $I\left(Y ; T_{\ell}\right) \& I\left(X ; T_{\ell}\right)$ rise (short)
(2) Compression: $I\left(X ; T_{\ell}\right)$ slowly drops (long)
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Internal Rep. Space $\left(T_{\ell}=\tilde{f}_{\ell}(X)\right)$


$$
T_{\ell} \sim \operatorname{Unif}\left(\mathcal{T}_{\ell}\right)
$$

$$
\left|\mathcal{T}_{\ell}\right|=|\mathcal{X}|=3000
$$
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## Proposition (Informal)

Det. DNNs with strictly monotone nonlinearities (e.g., tanh or sigmoid)
$\Longrightarrow I\left(X ; T_{\ell}\right)$ is independent of the DNN parameters
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(1) For non-negligible bin size $I\left(X ; \operatorname{Bin}\left(T_{\ell}\right)\right) \neq I\left(X ; T_{\ell}\right)$
(2) $I\left(X ; \operatorname{Bin}\left(T_{\ell}\right)\right)$ highly sensitive to user-defined bin size:

* Real Problem: Mismatch between $I\left(X ; T_{\ell}\right)$ measurement and model
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Modification: Inject (small) Gaussian noise to neurons' output

- Formally: $T_{\ell}=S_{\ell}+Z_{\ell}$, where $S_{\ell} \triangleq f_{\ell}\left(T_{\ell-1}\right)$ and $Z_{\ell} \sim \mathcal{N}\left(0, \sigma^{2} I_{d}\right)$

$\Longrightarrow X \mapsto T_{\ell}$ is a parametrized channel (by DNN's parameters)
$\Longrightarrow I\left(X ; T_{\ell}\right)$ is a function of parameters!
* Challenge: How to accurately track $I\left(X ; T_{\ell}\right)$ ?
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## Theorem (ZG-Greenewald-Polyanskiy-Weed'19)

For $\mathcal{F}_{d, K}^{(\mathrm{SG})} \triangleq\left\{P \mid P\right.$ is $K$-subgaussian in $\left.\mathbb{R}^{d}\right\}, d \geq 1$ and $\sigma>0$, we have

$$
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Optimality: $\hat{h}\left(S^{n}, \sigma\right)$ attains sharp dependence on both $n$ and $d$ !
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$\checkmark$ Correct classification performance
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## Clustering of Representations - Larger Networks

Noisy version of DNN from [Shwartz-Tishby'17]:

- Binary Classification: 12-bit input \& 12-10-7-5-4-3-2 tanh MLP
- Verified in multiple additional experiments
$\Longrightarrow$ Compression of $I\left(X ; T_{\ell}\right)$ driven by clustering of representations
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## Circling Back to Deterministic DNNs

$$
I\left(X ; T_{\ell}\right) \text { is constant/infinite } \Longrightarrow \text { Doesn't measure clustering }
$$

Reexamine Measurements: Computed $I\left(X ; \operatorname{Bin}\left(T_{\ell}\right)\right)=H\left(\operatorname{Bin}\left(T_{\ell}\right)\right)$

- $H\left(\operatorname{Bin}\left(T_{\ell}\right)\right)$ measures clustering (maximized by uniform distribution)

Test: $I\left(X ; T_{\ell}\right)$ and $H\left(\operatorname{Bin}\left(T_{\ell}\right)\right)$ highly correlated in noisy DNNs*
$\Longrightarrow$ Past works not measuring MI but clustering (via binned-MI)!

## By-Product Result:

- Refute 'compression (tight clustering) improves generalization' claim
[Come see us at poster \#96 for details]
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## Clustering of Representations - Larger Networks

Noisy version of DNN from [Shwartz-Tishby'17]:

- Binary Classification: 12-bit input \& 12-10-7-5-4-3-2 tanh MLP

* weight orthonormality regularization [Cisse et al.'17]
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## Clustering of Representations - Larger Networks

Noisy version of DNN from [Shwartz-Tishby'17]:

- Binary Classification: 12-bit input \& 12-10-7-5-4-3-2 tanh MLP
- Verified in multiple additional experiments
$\Longrightarrow$ Compression of $I\left(X ; T_{\ell}\right)$ driven by clustering of representations
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Noisy DNN: $T_{\ell}=S_{\ell}+Z_{\ell}$, where $S_{\ell} \triangleq f_{\ell}\left(T_{\ell-1}\right)$ and $Z_{\ell} \sim \mathcal{N}\left(0, \sigma^{2} \mathrm{I}_{d}\right)$


- Mutual Information: $I\left(X ; T_{\ell}\right)=h\left(T_{\ell}\right)-\int \mathrm{d} P_{X}(x) h\left(T_{\ell} \mid X=x\right)$
- Structure: $\quad S_{\ell} \perp Z_{\ell} \Longrightarrow T_{\ell}=S_{\ell}+Z_{\ell} \sim P * \mathcal{N}_{\sigma}$
* Know the distribution $\mathcal{N}_{\sigma}$ of $Z_{\ell}$ (noise injected by design)
* Extremely complicated $P \Longrightarrow$ Treat as unknown
* Easily get i.i.d. samples from $P$ via DNN forward pass
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Goal: Simple \& parallelizable for efficient implementation

Estimator: $\hat{h}\left(S^{n}, \sigma\right) \triangleq h\left(\hat{P}_{S^{n}} * \mathcal{N}_{\sigma}\right)$, where $\hat{P}_{S^{n}} \triangleq \frac{1}{n} \sum_{i=1}^{n} \delta_{S_{i}}$

- Plug-in: $\hat{h}$ is plug-in est. for the functional $\mathrm{T}_{\sigma}(P) \triangleq h\left(P * \mathcal{N}_{\sigma}\right)$
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For any $\sigma>0, d \geq 1$, we have
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## Proof (main ideas):

- Relate $h\left(P * \mathcal{N}_{\sigma}\right)$ to Shannon entropy $H(Q)$
$\operatorname{supp}(Q)=$ peak-constrained AWGN capacity achieving codebook $\mathcal{C}_{d}$
- $H(Q)$ estimation sample complexity $\Omega\left(\frac{\left|\mathcal{C}_{d}\right|}{\eta \log \left|\mathcal{C}_{d}\right|}\right)$ [Valiant-Valiant'10]

