Sparse Extreme Multi-label Learning with Oracle Property
Introduction

- Extreme Multi-label classification

Each instance is associated with an extremely large number of labels.
Existing Methods

• Bhatia et al. (2015) :
  
  SLEEC : learns a small ensemble of local distance preserving embeddings and shows great promise in extreme multi-label learning.

  However, the statistical rate of convergence and oracle property of SLEEC remain less explored.
The Proposed Estimator

Let $V^*$ represents the unknown sparse regression coefficient matrix and $W$ denotes a noise matrix. We consider a multiple regression model as follows:

$$Z = V^*X + W$$

We propose to estimate $V^*$ by minimizing the following objective:

$$\hat{V} = \arg \min_V \| Z - VX \|^2_F + \mu / 2 \| V \|^2_F + \mathcal{R}_\lambda (V)$$

where $\mathcal{R}_\lambda (V)$ is a decomposable nonconvex regularization.

Nonconvex penalty functions, such as smoothly clipped absolute deviation (SCAD) penalty (Fan & Li, 2001) and minimax concave penalty (MCP) (Zhang, 2010), have recently attracted much attention because they can eliminate the estimation bias and attain attractive statistical properties. This work takes SCAD and MCP penalties as the example.
Main Theory

- The oracle estimator is defined as: \( \hat{V}_O = \arg\min_{\mathcal{S}^* \subseteq \text{supp}(V)} \mathcal{L}(V) \)

**Theorem 1.** Suppose the nonconvex penalty \( \mathcal{P}_\lambda(V) = \sum_{(i,j)} p_\lambda(V_{(i,j)}) \) satisfies regularity conditions (i), (ii), (iii). We assume the oracle estimator \( \hat{V}_O \) defined in Eq.(7) satisfies \( \min_{(i,j) \in \mathcal{S}^*} |(\hat{V}_O)_{(i,j)}| \geq \nu \). If \( \mu > \zeta, \|X\|_F \leq 1/n, \) and \( V^* \) satisfies \( \|V^*\|_\infty \leq 1/(\mu \sqrt{n}) \), we have

\[
(i) \quad \hat{V} = \hat{V}_O. \\
(ii) \quad \|\hat{V} - V^*\|_F \leq \frac{4\sigma \sqrt{\omega} + 2\sqrt{s^*}}{\mu \sqrt{n}}.
\]

- Remark. Theorem 1 shows that our proposed estimator is identical to the oracle estimator under suitable conditions. This is a very strong result because we do not even have any oracle knowledge on the true support. Moreover, our proposed estimator is able to achieve the desirable statistical convergence rate for estimating \( V^* \).
Main Theory

**Theorem 2.** We assume that $|V_{(i,j)}^{*} \in S_1^*| \geq \nu$, while $|V_{(i,j)}^{*} \in S_2^*| < \nu$. Suppose the nonconvex penalty $\mathcal{P}_\lambda(V) = \sum_{(i,j)} p_\lambda(V_{(i,j)})$ satisfies regularity conditions (i), (ii), (iii) and (iv). Given $\mu > \zeta$, for the estimator defined in Eq.(4) with regularization parameter $\lambda = C \sqrt{\log m_1/nm_2}$ ($C > 0$), and $\max_{(i,j) \in S^* \cup \bar{S}^*} |\nabla \mathcal{L}(V^*)_{(i,j)}| \leq \lambda$, we have

$$||\hat{V} - V^*||_F \leq \frac{C \sqrt{s_1^* \log m_1}}{(\mu - \zeta) \sqrt{nm_2}} + \frac{3C \sqrt{s_2^* \log m_1}}{(\mu - \zeta) \sqrt{nm_2}}$$

**Remark.** The upper bound in Theorem 2 includes two parts corresponding to different magnitudes of the entries in $V^*$: 1) the first part corresponds to the set of entries with larger magnitudes; and 2) the second part corresponds to the set of entries with smaller magnitudes. We are able to achieve the sharper convergence rate.
Our proposed methods, SML-SCAD and SML-MCP, achieve the best results on all data sets.
Conclusion

• In this paper, we present a unified framework for SLEEC with nonconvex penalty.

• Our theoretical results show that our proposed estimator enjoys oracle property, and achieves an attractive statistical convergence rate.

• In addition, we can obtain a sharper convergence rate when a certain condition on the magnitude of the entries in the underlying model is imposed.

• Numerical experiments support our theoretical results and demonstrate the effectiveness of the proposed method.
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