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(c) Ours: Anchor Neighbourhood Discovery Training with neighbourhoods of high-confidence only
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- Observation: Consistency v.s. Similarity Distribution Entropy
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Experiments

- Small scale Image Classification (kNN)
- Small scale Image Classification (LC)

<table>
<thead>
<tr>
<th>Dataset</th>
<th>DeepCluster ECCV’18</th>
<th>Instance CVPR’18</th>
<th>AND (Ours)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CIFAR10</td>
<td></td>
<td></td>
<td>+6.0%</td>
</tr>
<tr>
<td>CIFAR100</td>
<td></td>
<td></td>
<td>+6.0%</td>
</tr>
<tr>
<td>SVHN</td>
<td></td>
<td>-0.3%</td>
<td>+1.7%</td>
</tr>
</tbody>
</table>
Experiments

- Small scale Image Classification ($k$NN)  
  - CIFAR10
  - CIFAR100
  - SVHN

- Small scale Image Classification (LC)
  - CIFAR10
  - CIFAR100
  - SVHN

- Large scale Image Classification
  - ILSVRC2012

Accuracy metrics for each dataset with different methods and improvements:

- DeepCluster ECCV’18
- Instance CVPR’18
- AND (Ours)

Improvement:

- CIFAR10: +12.5%
- CIFAR100: +8.8%
- SVHN: +6.0%
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- SVHN: +1.7%

- CIFAR10: +6.0%
- CIFAR100: +6.0%
- SVHN: +1.7%

Accuracy comparison across different layers for ILSVRC2012:

- CONV1
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- FC

Accuracy improvement: +5.6%
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- Small scale Image Classification ($k$NN)  
  - CIFAR10: +12.5%  
  - CIFAR100: +8.8%  
  - SVHN: +6.0%  
  - DeepCluster ECCV’18  
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- Small scale Image Classification (LC)  
  - CIFAR10: -0.3%  
  - CIFAR100: +6.0%  
  - SVHN: +1.7%

- Large scale Image Classification

- Fine-grained Image Classification ($k$NN)  
  - CONV1: +5.6%  
  - CONV2: +5.6%  
  - CONV3: +5.6%  
  - CONV4: +5.6%  
  - CONV5: +5.6%  
  - FC: +5.6%  
  - ILSVRC2012

- CUB200: +2.8%  
- DOGS: +5.3%
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Thank You!

Code: https://github.com/Raymond-sci/AND
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