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This paper: The first second-order rates for adaptive methods
\[ x_{t+1} \leftarrow x_t - \eta g_t \]
\[ x_{t+1} \leftarrow x_t - \eta g_t \]
\( x_{t+1} \leftarrow x_t - \eta g_t + \xi_t \)

\( \mathbb{E}[\xi_t] = 0 \quad \text{Cov}(\xi_t) \propto I \)
$\mathbf{x}_{t+1} \leftarrow \mathbf{x}_t - \eta g_t$

$\mathbb{E}[g_t] = 0 \quad \text{Cov}(g_t) = ???$
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\[ x_{t+1} \leftarrow x_t - \eta \mathbb{E}\left[ g_t g_t^T \right]^{-1/2} g_t \]

\[ \mathbb{E}[g_t] = 0 \quad \text{Cov}(g_t) = ??? \]

\[ \text{Cov}(\mathbb{E}[g_t g_t^T]^{-1/2} g_t) = I \]

RMSProp
\[ x_{t+1} \leftarrow x_t - \eta \hat{G}_{t}^{-1/2} g_t \]
$$x_{t+1} \leftarrow x_t - \eta \hat{G}_t^{-1/2} g_t$$

$$\hat{G}_t : = \sum_{i=1}^{t} \beta^{t-i} g_i g_i^T$$
\[ x_{t+1} \leftarrow x_t - \eta \hat{G}_t^{-1/2} g_t \]

\[
\hat{G}_t := \sum_{i=1}^{t} \beta^{t-i} g_i g_i^T \\
\approx \mathbb{E}[g_t g_t^T] =: G_t
\]
\[ \mathbf{x}_{t+1} \leftarrow \mathbf{x}_t - \eta \hat{G}_t^{-1/2} \mathbf{g}_t \]

\[
\hat{G}_t : = \sum_{i=1}^{t} \beta^{t-i} \mathbf{g}_i \mathbf{g}_i^T \\
\approx \mathbb{E}[\mathbf{g}_t \mathbf{g}_t^T] =: G_t
\]

(Theorem: w.h.p. if \( \beta \) chosen correctly given \( \eta \))
Theorem (informal):
RMSProp converges to a \((\tau, \tau^{1/2})\)-stationary point in time \(O(\tau^{-5})\).
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